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RESUMEN

Las ecuaciones tipo Lane-Emden se usan para modelar fenómenos en la f́ısica
matemática y en la astrof́ısica, tales como explosiones térmicas. Presentamos matri-
ces operacionales de Chebyshev-Galerkin de tercera y cuarta clase para la solución
de este tipo de problemas. La idea principal se basa en la conversión, mediante
métodos espectrales, de la ecuación lineal o no lineal de Lane-Emden en un sis-
tema de ecuaciones lineales o no lineales de los coeficientes de expansión, el cual
se resuelve eficientemente. La principal ventaja del algoritmo propuesto en el caso
lineal es que los sistemas lineales resultantes están estructurados, lo cual facilita el
cómputo. Como aplicación, consideramos un modelo politrópico con n = 3 para el
Sol y mostramos que las soluciones que proponemos concuerdan con los resultados
numéricos.

ABSTRACT

Lane-Emden type equations model many phenomena in mathematical physics
and astrophysics, such as thermal explosions. This paper is concerned with intro-
ducing third and fourth kind Chebyshev-Galerkin operational matrices in order to
solve such problems. The principal idea behind the suggested algorithms is based
on converting the linear or nonlinear Lane-Emden problem, through the applica-
tion of suitable spectral methods, into a system of linear or nonlinear equations in
the expansion coefficients, which can be efficiently solved. The main advantage of
the proposed algorithm in the linear case is that the resulting linear systems are
specially structured, and this of course reduces the computational effort required to
solve such systems. As an application, we consider the solar model polytrope with
n = 3 to show that the suggested solutions in this paper are in good agreement
with the numerical results.

Key Words: methods: analytical — methods: numerical — stars: solar-type

1. INTRODUCTION

In this paper, we consider Lane-Emden type equations:

v′′(x) +
λ

x
v′(x) + f(x, v(x)) = g(x), 0 < x < ℓ, λ ≥ 0, (1)

subject to the homogeneous initial conditions

v(0) = v′(0) = 0, (2)
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84 ABD-ELHAMEED ET AL.

or to the nonhomogeneous initial conditions

v(0) = α, v′(0) = β, (3)

where α and β are known constants, f(x, v) is a continuous real valued function, and g(x) ∈ C[0, ℓ].

Lane-Emden equations have attracted the attention of many mathematicians and physicists due to their
great importance in many fields. They can model many phenomena in mathematical physics and astrophysics
such as thermal explosions (Chambre 1952), stellar structure (Chandrasekhar 1958) and isothermal gas spheres
and thermionic currents (Richardson 1921). For example, equation (1) is of physical interest when

f(x, v(x)) = vn, g(x) = 0 and











λ = 0, (polytropic slab),

λ = 1, (polytropic cylinder),

λ = 2, (polytropic sphere),

f(x, v(x)) = −e−v, g(x) = 0 (isothermal gas spheres).

Therefore the solutions of these problems are of practical interest as the radius of the star ξ ∝ x and
the pressure P ∝ e−v. From a mathematical point of view, the Lane-Emden equation is a singular initial value
problem. Many authors have proposed approximate solutions to this type of equations. For example, Mohan
& Al-Bayaty (1980) have introduced approximations by means of a convergent power series. Also, Hunter
(2001) has discussed a simple Euler-transformed series that converges significantly faster. In Saad (2004) and
Nouh (2004), accelerated power series solutions are developed for polytropes and isothermal spheres. We also
refer the reader to Iqbal & Javed (2011); Bhrawy & Alofi (2012); Doha et al. (2013); Căruntu & Bota (2013);
Abd-Elhameed (2015) and Doha et al. (2015) for other proposed numerical solutions to this type of equations.

Mathematically, spectral methods are built by approximating the series solutions for differential equations

in terms of special functions, and in particular, orthogonal polynomials, say
∑

ak φk. There are three well-

known versions employed as popular techniques to determine the expansion coefficients ak namely collocation,
Tau and Galerkin methods (see Canuto et al. (1988)). Each version has its importance in various applications.
The application of the collocation method requires that the residual of the given differential equation vanishes
at some selected collocation points. The Tau method is a synonym for expanding the residual function as
a series of orthogonal polynomials and then applying the boundary (initial) conditions as constraints. The
Galerkin approach is based on selecting suitable combinations of orthogonal polynomials as basis functions
which satisfy the boundary (initial) conditions, and then forcing the residual to be orthogonal with the basis
functions. Abd-Elhameed (2015) successfully employed the Galerkin method for solving such problems.

The article is organized as follows. In § 2, some relevant properties of third and fourth kind Chebyshev
polynomials and their shifted ones are presented. In § 3, two new choices of Galerkin basis functions are intro-
duced. Moreover, two new operational matrices of derivatives of third and fourth kind Chebyshev polynomials
are developed. In § 4, we employ the developed operational matrices together with collocation and Galerkin
spectral methods for solving the Lane-Emden type equations. In § 5, we consider the solar model polytrope
with n = 3 as an example to show that the suggested solutions in this paper are applicable and achieve high
accuracy using a small number of terms. We end this article with some concluding remarks.

2. THIRD AND FOURTH KIND CHEBYSHEV POLYNOMIALS

Chebyshev polynomials Vk(x) and Wk(x) are orthogonal on (−1, 1) in the sense that

∫ 1

−1

√

1 + x

1 − x
Vk(x)Vj(x) dx =

∫ 1

−1

√

1 − x

1 + x
Wk(x)Wj(x) dx = π δkj ,

where δkj is the well-known Kronecker delta function.

They satisfy, respectively, the following two recurrence relations:

Vk(x) = 2xVk−1(x) − Vk−2(x), k = 2, 3, . . . , (4)
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SOLVING LANE-EMDEN TYPE EQUATIONS 85

with the initial values
V0(x) = 1, V1(x) = 2x − 1,

and
Wk(x) = 2x Wk−1(x) − Wk−2(x), k = 2, 3, . . . , (5)

with the initial values
W0(x) = 1, W1(x) = 2x + 1.

For more properties and applications of Chebyshev polynomials, the reader is referred to the beautiful book of
Mason & Handscomb (2003).

The shifted third and fourth kind Chebyshev polynomials are defined on [0, ℓ], respectively as

V ℓ
k (x) = Vk

(

2x

ℓ
− 1

)

, W ℓ
k(x) = Wk

(

2x

ℓ
− 1

)

. (6)

These polynomials are orthogonal on [0, ℓ] in the sense that

∫ ℓ

0

w1(x) V ℓ
m(x)V ℓ

n(x) dx =

∫ ℓ

0

w2(x) W ℓ
m(x)W ℓ

n(x) dx =
ℓ π

2
δmn, (7)

where

w1(x) =

√

x

ℓ − x
,w2(x) =

√

ℓ − x

x
.

3. SHIFTED THIRD AND FOURTH KIND CHEBYSHEV-GALERKIN OPERATIONAL MATRICES

The main objective of this section is to introduce two new Galerkin operational matrices of derivatives of a
certain basis of Chebyshev polynomials of the third and fourth kind. To be more precise, we choose two kinds of
basis functions in terms of Chebyshev polynomials of the third and fourth kind which satisfy the homogeneous
initial conditions (2). In this respect, consider the following two choices of basis functions:

φk(x) = x2 V ℓ
k (x), k = 0, 1, 2, . . . , (8)

and
φ̄k(x) = x2 W ℓ

k(x), k = 0, 1, 2, . . . . (9)

It is not difficult to see that each of the two families of polynomials {φk(x) : k = 0, 1, 2, . . . } and

{φ̄k(x) : k = 0, 1, 2, . . . } are orthogonal on [0, ℓ] with respect to the weight functions w(x) = x
−7
2 (ℓ − x)

−1
2 ,

w̄(x) = x
−9
2 (ℓ − x)

1
2 in the sense that

∫ ℓ

0

w(x)φk(x) φj(x) dx =

∫ ℓ

0

w̄(x) φ̄k(x) φ̄j(x) dx =
ℓ π

2
δkj .

Now, for any two functions, v(x) ∈ L2
w[0, ℓ] and v̄(x) ∈ L2

w̄[0, ℓ], they can be expanded in terms of the
polynomials φk(x) and φ̄k(x) in the form

v(x) =

∞
∑

i=0

ci φi(x), (10)

and

v̄(x) =
∞
∑

i=0

c̄i φ̄i(x), (11)

where the coefficients ci and c̄i are given respectively by

ci =

∫ ℓ

0

w(x) v(x)φi(x) dx

/ ∫ ℓ

0

w(x) (φi(x))
2

dx, (12)
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86 ABD-ELHAMEED ET AL.

c̄i =

∫ ℓ

0

w̄(x) v̄(x) φ̄i(x) dx

/ ∫ ℓ

0

w̄(x)
(

φ̄i(x)
)2

dx. (13)

Therefore, the two series in Eqs. (10) and (11) can be approximated respectively to give

vN (x) =
N

∑

i=0

ci φi(x) = CT Φ(x), (14)

v̄N (x) =

N
∑

i=0

c̄i φ̄i(x) = C̄T Φ̄(x), (15)

where
CT = [c0, c1, . . . , cN ], Φ(x) = [φ0(x), φ1(x), . . . , φN (x)]T , (16)

and
C̄T = [c̄0, c̄1, . . . , c̄N ], Φ̄(x) = [φ̄0(x), φ̄1(x), . . . , φ̄N (x)]T . (17)

Now, we are going to state the following two theorems concerning the expressions of the first derivative of each
of the two polynomials given in (8) and (9) in terms of the Chebyshev polynomials of the third and fourth kind
themselves. From these two derivatives formulae, the Galerkin operational matrices of third and fourth kind
can be extracted.

Theorem 1 Let φi(x) be the polynomials chosen in (8). The following relation holds for all i ≥ 1

D φi(x) =
6

ℓ

i−2
∑

j=0
(i+j) even

(j − i)φj(x)+

2

ℓ

i−1
∑

j=0
(i+j) odd

(5i − 3j + 1)φj(x) + 2(−1)i (2i + 1)x.

(18)

Theorem 2 Let φ̄i(x) be the polynomials chosen in (9). The following relation holds for all i ≥ 1

D φ̄i(x) =
10

ℓ

i−2
∑

j=0
(i+j) even

(j − i) φ̄j(x) +
2

ℓ

i−1
∑

j=0
(i+j) odd

(5i − 3j + 1)φ̄j(x) + 2(−1)i x. (19)

Now, and with the aid of Theorems 1 and 2, the first derivative of the two vectors Φ(x) and Φ̄(x) defined in
(16) and (17) can be expressed respectively in the following two matrix forms:

D Φ(x) = AΦ(x) + η(x), (20)

D Φ̄(x) = Ā Φ̄(x) + η̄(x), (21)

where η(x) = (η0(x), η1(x), . . . , ηN (x))
T

, η̄(x) = (η̄0(x), η̄1(x), . . . , η̄N (x))
T

. Moreover, each of the two matrices
A =

(

aij

)

0≤i,j≤N
, and Ā =

(

āij

)

0≤i,j≤N
are the (N + 1) × (N + 1) operational matrices of derivatives. The

nonzero elements of the two matrices A and Ā can be given explicitly from relations (18) and (19) as follows:

akj =











2

ℓ
(5k − 3j + 1), k > j, (k + j) odd,

6

ℓ
(j − k), k > j, (k + j) even.

ākj =











2

ℓ
(5k − 3j + 1), k > j, (k + j) odd,

10

ℓ
(j − k), k > j, (k + j) even.
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SOLVING LANE-EMDEN TYPE EQUATIONS 87

For example, for N = 5 the two operational matrices A and Ā are the following (6 × 6) matrices

A =
4

ℓ



















0 0 0 0 0 0

3 0 0 0 0 0

−3 4 0 0 0 0

8 −3 5 0 0 0

−6 9 −3 6 0 0

13 −6 10 −3 7 0



















6×6

Ā =
4

ℓ



















0 0 0 0 0 0

3 0 0 0 0 0

−5 4 0 0 0 0

8 −5 5 0 0 0

−10 9 −5 6 0 0

13 −10 10 −5 7 0



















6×6

Remark 1 From (20) and (21), it is easy to see that the second derivative of the two vectors Φ(x) and Φ̄(x)
can be represented in the following two matrix forms:

D2 Φ(x) = A2 Φ(x) + Aη(x) +
dη(x)

dx
, (22)

D2 Φ̄(x) = Ā2 Φ̄(x) + Ā η̄(x) +
dη̄(x)

dx
. (23)

4. LANE-EMDEN TYPE EQUATIONS

In this section, we discuss in detail how the third and fourth Chebyshev-Galerkin operational matrices can
be employed for solving Lane-Emden type equations. In fact, the two spectral methods, namely Chebyshev
of the third kind Galerkin operational matrix method (C3GOM) and Chebyshev of the fourth kind Galerkin
operational matrix method (C4GOM) are employed to obtain numerical approximate solutions for linear Lane-
Emden type equations. The nonlinear ones are handled through the application of the two spectral methods,
namely Chebyshev of the third kind collocation operational matrix method (C3COM) and Chebyshev of the
fourth kind collocation operational matrix method (C4COM).

In the following, we implement the two algorithms, namely, C3GOM and C3COM; the other two algorithms
can be implemented similarly.

4.1. Treatment of linear equations

Consider the linear Lane-Emden equation

v′′(x) +
λ

x
v′(x) + f(x) v(x) = g(x), x ∈ (0, ℓ), (24)

subject to the homogenous initial conditions

v(0) = v′(0) = 0. (25)

If we make use of relations (14), (20) and (22), the following approximations are obtained

vN (x) = CT Φ(x),

v′
N (x) = CT (AΦ(x) + η(x)) ,

v′′
N (x) = CT

(

A2 Φ(x) + Aη(x) +
dη(x)

dx

)

;
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88 ABD-ELHAMEED ET AL.

then one can write the residual of Eq. (24) as

RN (x) =CT

(

A2 Φ(x) + Aη(x) +
dη(x)

dx

)

+
λ

x
CT (AΦ(x) + η(x))

+ f(x)CT Φ(x) − g(x).

(26)

The application of the Galerkin method (see, Canuto et al. (1988)) yields the following (N +1) linear equations
in the unknown components of the vector C, namely

∫ ℓ

0

x
−7
2 (ℓ − x)

−1
2 RN (x)φm(x) dx = 0, m = 0, 1, . . . , N. (27)

These equations can be solved for the unknown components of the vector C, and hence the approximate spectral
solution vN (x) given in (14) can be obtained.

Test problem 1 [Iqbal & Javed (2011); Bhrawy & Alofi (2012); Căruntu & Bota (2013); Khuri & Sayfy
(2014); Abd-Elhameed (2015)]
The following nonhomogeneous linear Lane-Emden equation

v′′(x) +
8

x
v′(x) + x v(x) = x5 − x4 + 44x2 − 30x; 0 < x ≤ 10, v(0) = v′(0) = 0, (28)

has the exact solution v(x) = x4 − x3. If we apply C3GOM and C4GOM with N = 2, then we have

CT = [−1
8

, 1
16

, 1
16

] and C
T

= [−1
8

, −1
16

, 1
16

], respectively, and hence the numerical solutions obtained coincide
with the exact one. This result agrees with the result obtained in Abd-Elhameed (2015), but the maximum
absolute errors in Bhrawy & Alofi (2012); Căruntu & Bota (2013); Khuri & Sayfy (2014) are 9.09 × 10−13,
3.39 × 10−4 and 1.03180 × 10−3, respectively.

4.2. Nonlinear equations

Now, we are able to treat the more general nonlinear Lane-Emden IVP (1) subject to the homogeneous
initial conditions (2).

Again, if v(x) and the derivatives v′(x), v′′(x) are approximated as in (14), (20) and (22), one can write the
residual RN (x) of equation (1) in the form

RN (x) =CT
(

A2 Φ(x) + Aη(x) + η(x)
)

+
λ

x
CT (AΦ(x) + η(x))

+ f
(

x,CT Φ(x)
)

− g(x).
(29)

To find the numerical solution vN (x), we apply the collocation method that forces the residual RN (x) given in
equation (29) to vanish at (N + 1) selected collocation points for the variable x. For this purpose, we select
the collocation points to be the (N + 1) roots of the polynomials VN+1(x). Hence, a set of (N + 1) nonlinear
equations is generated in the unknown components of the vector C. With the aid of the well-known Newton
iterative method, this nonlinear system can be solved, and hence the corresponding approximate solution can
be obtained.

Test problem 2 [Khuri & Sayfy (2014)]
The following nonlinear Lane-Emden equation

v′′(x) +
8

x
v′(x) + 2 v(x)(18 + 4 ln v(x)) = 0; 0 < x ≤ 1, v(0) = 1, v′(0) = 0, (30)

has the exact solution v(x) = e−2x2

. Figure 1 displays the absolute error obtained by C3COM and C4COM
with N = 16 which shows that our methods is in good agreement with the exact solution. In order to make a
comparison with the two methods CS and ACS in Khuri & Sayfy (2014), we list the best obtained maximum
absolute errors (MAE) by our methods and these methods in Table 1.



©
 C

o
p

y
ri

g
h

t 
2

0
1

6
: 
In

st
it
u

to
 d

e
 A

st
ro

n
o

m
ía

, 
U

n
iv

e
rs

id
a

d
 N

a
c

io
n

a
l A

u
tó

n
o

m
a

 d
e

 M
é

x
ic

o

SOLVING LANE-EMDEN TYPE EQUATIONS 89

Fig. 1. The absolute errors as a function of radius obtained by C3COM and C4COM with N = 16 for Test Problem 2.

TABLE 1

COMPARISON BETWEEN THE OBTAINED BEST MAE

our algorithms algorithms in Khuri & Sayfy (2014)

C3COM (N = 20) C4COM (N = 22) CS (N = 256) ACS (N = 256)

MAE 5.55112 × 10−16 5.55112 × 10−16 4.05508 × 10−6 9.68388 × 10−10

5. APPLICATIONS

As an application, we consider a polytropic model for the Sun with index n = 3, i.e

v′′(x) +
2

x
v′(x) + v3(x) = 0; 0 < x ≤ 10. v(0) = 1, v′(0) = 0. (31)

The power series solutions suggested by Roxburgh & Stockman (1999) need about 1000 terms to converge.
Hunter (2001) used the Euler-transformation for accelerating the convergence of the power series and found
that 60-terms are needed to obtain v(x) to a 7 decimal place accuracy. Saad (2004) accelerated the power series
solutions to obtain v(x) to an 8 decimal place accuracy using 24 terms only. If we apply our methods C3COM
(N = 21) and C4COM (N = 24), we obtain v(x) to a 7 decimal place accuracy. The methods C3COM and
C4COM give v(x) = 0 at x = 6.89684863 and x = 6.89684865, respectively, which differ from the numerical
solution by 1.91517 × 10−8 and 3.34973 × 10−8, respectively.

5.1. Physical parameters

Some useful relations for the physical parameters of the polytropes can be derived using the spectral solution
vN (x) obtained. The mass M contained in a sphere of radius r is given by

M(x) =
−4π ρc r3

x

dv(x)

dx
(32)

where

r = γ x, γ =

(

K

π G
ρ
−2
3

c

)
1
2

;

K, ρc and G are the polytropic constant, the central density and the gravitational constant, respectively. The
pressure in the polytropic gas sphere is written as

P = K ρ
4
3
c v4(x), (33)



©
 C

o
p

y
ri

g
h

t 
2

0
1

6
: 
In

st
it
u

to
 d

e
 A

st
ro

n
o

m
ía

, 
U

n
iv

e
rs

id
a

d
 N

a
c

io
n

a
l A

u
tó

n
o

m
a

 d
e

 M
é

x
ic

o

90 ABD-ELHAMEED ET AL.

Fig. 2. The ratio M/Msun as a function of radius for the solar model polytrope. This figure shows the variations of
mass with radius. The C3COM (dotted line) and numerical (solid line) solutions overlap and cannot be distinguished.
The maximum relative error is 6× 10−6 for the whole solution.

where K is the polytropic constant. For an ideal gas, the temperature is given by

T =
µ mp P

κρ
=

µ mp

κ
K ρ

1
3
c v(x), (34)

where µ is the mean molecular weight, mp is the mass of atomic hydrogen, and κ is the Boltzmann constant.
For the solar polytropic model, the observed mass and radius are given by M = 1.989 × 1033g and
R = 6.96 × 1010cm, respectively. In order to make a comparison between the evaluated physical param-
eters using C3COM and those from numerical computations, Figures 2, 3, 4 and 5 display the ratios
M/Msun, ρ/ρc, P/Pc and T/Tc, respectively, as a function of radius. From these figures, we found that
the maximum relative error in the mass ratio is of order of 10−6, while the errors in density, pressure and
temperature ratios are of order of 10−5.

6. CONCLUDING REMARKS

In this paper, the third and fourth kind Chebyshev-Galerkin operational matrices are derived in
detail. Literal approximate solutions are developed to Lane-Emden equations using these operational matrices
along with spectral methods. An application to the solar model polytrope is introduced to show that the
suggested solutions are in good agreement with the numerical results. The algorithms developed are simpler
in implementation than those introduced in Roxburgh & Stockman (1999); Hunter (2001); Saad (2004) and
they achieve high accuracy using a small number of terms. The numerical results obtained are convincing and
they indicate that the proposed algorithms are efficient.

The authors would like to thank the anonymous referee for carefully reading the manuscript and for helpful
suggestions and useful comments.
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Fig. 3. The ratio ρ/ρc as a function of radius for the solar model polytrope. This figure shows the variations of density
with radius. The C3COM (dotted line) and numerical (solid line) solutions overlap and cannot be distinguished which
shows the good agreement; the polytrope gives the central density at the core of the star and then decreases gradually
outwards. The maximum relative error is 3 × 10−5 for the whole solution.

Fig. 4. The ratio P/Pc as a function of radius for the solar model polytrope. This figure shows the variations of pressure
with radius. The C3COM (dotted line) and numerical (solid line) solutions overlap and cannot be distinguished which
shows the good agreement; the polytrope gives the central pressure at the core of the star and then decreases gradually
outwards. The maximum relative error is 4 × 10−5 for the whole solution.
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Fig. 5. The ratio T/Tc as a function of radius for the solar model polytrope. This figure shows the variations of temper-
ature with radius. The C3COM (dotted line) and numerical (solid line) solutions overlap and cannot be distinguished,
which shows the good agreement; the polytrope gives the central temperature at the core of the star and then decreases
regularly outwards. The maximum relative error is 1.3× 10−5 for the whole solution.
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