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RESUMEN

Presentamos una vebsi mejorada de

FIT3D, una herramienta de ajuste para el

analisis de las poblaciones estelares y el gas ionizado erctespale galaxias de reso-
lucion intermedia. La misma se desarpoflara el aalisis de datos de espectrostpe
campo integral y es la base deed3D, un dataducto usado en eladisis de datos de los
muestreos CALIFA, MaNGA y SAMI. Describimos la filosafy los pasos seguidos en el
ajuste, presentando un conjunto amplio de simulacioneglciim de estimar la precién

de los paametros derivados, mostrando el resultado de dichas sion&s. Finalmente,
comparamos el resultado delédisis con FIT3D y el obtenido mediante otros paquetes de
uso frecuente, encontrando que losjmaetros derivados son totalmente compatibles.

ABSTRACT

We present an improved version of FIT3D, a fitting tool for #malysis of the spec-
troscopic properties of the stellar populations and thézexhgas derived from moderate
resolution spectra of galaxies. This tool was developedntyae integral field spec-
troscopy data and it is the basis ab#3D, a pipeline used in the analysis of CALIFA,
MaNGA, and SAMI data. We describe the philosophy and eagh atehe fitting pro-
cedure. We present an extensive set of simulations in oocdesttmate the precision and
accuracy of the derived parameters for the stellar pouiatand the ionized gas. We
report on the results of those simulations. Finally, we caraghe results of the analy-
sis using FIT3D with those provided by other widely used pags, and we find that the
parameters derived by FIT3D are fully compatible with thdseived using these other

tools.
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1. INTRODUCTION
The optical spectrum of a galaxy, or a part thereof,
comprises information about thefidirent components
that emit or absorb light. Therefore, it can be considered
as the net sum of dierent emitting sources, mostly stars
and ionized gas, red- or blue-shifted and broadened by
their particular kinematics, and attenuated by dust. All
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these components come together, co-added, to conform
the observed spectrum, so they have to be decoupled in
order to study their individual properties.

Fortunately, some of them present clear observational
differences. While the stellar populations dominate the
continuum emission, the ionized gas shines in a set of
clearly defined emission lines at fixed rest-frame wave-
lengths defined by atomic physics. Severélatent tools
have been developed to model the underlying stellar pop-
ulation, dfectively decoupling it from the emission lines
(e.g., Cappellari & Emsellem 2004a; Cid Fernandes et al.
2005; Ocuvirk et al. 2006; Sarzi et al. 2006&r8hez
et al. 2007a; Koleva et al. 2009; MacArthur et al. 2009;
Walcher et al. 2011;&chez et al. 2011; Wilkinson et al.
2015). Most of these tools are based on the same prin-
ciples. It is assumed that the stellar emission is the re-
sult of a single or a combination offtirent single stellar
populations (SSP), or resulting from a particular star for-
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mation history (SFH). It is well known that the spectral
energy distribution (SED) of simple stellar populations

(chemically homogeneous and coeval stellar systems) de-

pends on a set of first principles (e.g. initial mass func-
tion, star formation rate, stellar isochrones, metalljcit
etc.), from which it is possible to generate the spectra

et al. 2009). Finally, in other tools the information in the
shape of the stellar continuum is considered unreliable
and is removed prior to any further analysis (e.g. Ocvirk
et al. 2006).

In addition to the actual composition of the stellar
population, kinematic féects need to be taken into ac-

of synthetic stellar populations. This technique, known count. The stellar continuum should be redshifted by a
as evolutionary synthesis modeling (e.g. Tinsley 1980), certain velocity, broadened and smoothed to account for
has been widely used to unveil the stellar population con- velocity dispersion, and attenuated due to a certain dust
tent of galaxies by reconciling the observed spectral en- content. Some of the algorithms mentioned above per-
ergy distributions with those predicted by the theoretical form this kinematic analysis prior to the decomposition

framework.

Unfortunately, the variation of fierent physical
guantities governing the evolution of stellar populations
produces similar ffects in the integrated light of those
systems, leading to a situation in which the observational
data are fiected by hard to solve degeneracies, such as
the ones involving age, metallicity, and extinction (e.g.
Oconnell 1976; Aaronson et al. 1978; Worthey 1994; Gil
de Paz & Madore 2002). Even so, the use of spectropho-
tometric calibrated spectra and the sampling of a wide

wavelength range helps to break the degeneracy, and al-

lows the derivation of reliable physical parameters by fit-
ting the full spectral distribution with single stellar pep
lations (Cardiel et al. 2003).

However, the simple assumption that a single stellar
population describes well the SED of a galaxy is not valid
even for early-type galaxies, less so for late-type ones.
Most galaxies present complex star formation histories,
with different episodes of activity, of variable intensity,
time scales, and complex dust distributions. Therefore,
a single stellar population does not reproduce well their
stellar spectra. A diierent technique, known as full spec-
trum modeling, involving the linear combination of mul-
tiple stellar populations and the non-linedlieets of dust

attenuation, has been developed to reconstruct their stel-

lar populations (e.g. Panter et al. 2003; Cid Fernandes
et al. 2005; Tojeiro et al. 2007; Ocvirk et al. 2006; Sarzi
et al. 2006b; Koleva et al. 2009; MacArthur et al. 2009).

In general, these reconstructions require a wide wave-

of the underlying stellar population (e.g. Cid Fernandes
et al. 2005), while in other algorithms it is a fundamental
part of the computation (e.g. Sarzi et al. 2006a).

Once the modelled stellar spectrum is determined, it
is subtracted from the observed spectrum to provide a
pure emission line spectrum that includes the informa-
tion from the ionized gas. In some algorithms the stellar
and ionized gas spectra are analyzed together, although
in many cases a two-step procedure is used in the analy-
sis (e.g. @nchez-Bhzquez et al. 2014a). Then, the main
properties of the emission lines, including the intensity
and kinematics, need to be derived. In general, given
their larger signal to noise ratio, it is assumed that the
information derived from emission lines is more accurate
and stable than that derived for stellar populations (see
Walcher et al. 2011, for a review of the state of the art).
However, a proper subtraction of the stellar contribution
is required prior to the measure of emission line ratios,
such as the [OIlIJHB ratio. This subtraction allows to
interpret the data in terms of physical processes.

In Sanchez et al. (2006b) we presented a new tool to
perform all these analyses, mostly focused on the spec-
tra obtained using Integral Field Spectroscopy (IFS), in
the optical spectral range. This tool, named FIT3D, was
first developed with the aim of analyzing the properties of
the ionized gas through its emission lines, and has been
used in several science publications and PhD theses. In
the last few years FIT3D has increased its capabilities to
derive a more reliable characterization of the underlying

length range to probe simultaneously the hot, young stars stellar population, and a good estimation of the errors of

and the cool, old stars. They also require the best spec-

trophotometric calibration to disentangle thééeets of
age, metallicity, and dust attenuation. Although the dif-
ferent implementations of this technique have some dif-
ferences, they are very similar in their basis. The infor-
mation extracted from the multi stellar population mod-
eling differs among implementations. In some cases,
the luminosity (or mass) weighted ages and metallicities
are derived, based on the linear combination dedent
models (e.g. Sarzi et al. 2006a). In other implementations
the fraction of light (or mass) of fferent stellar popula-
tions is derived (e.g. Stoklasa\wet al. 2009; MacArthur

the derived parameters.

This article is the first of a series focused on the de-
scription of Ree3D, a spectroscopic analysis pipeline de-
veloped to characterize the properties of the stellar popu-
lations and ionized gas in the spatially resolved data from
optical IFU surveys, in particular CALIFA @chez et al.
2012b), MaNGA (Bundy et al. 2015), and SAMI (Croom
et al. 2012). Re3D uses FIT3D as its basic fitting pack-
age. In this article we present the new algorithms in-
cluded in the distributed version of FIT3D. k2 we
describe the new fitting philosophy and the details of the
algorithms implemented. 1§ 3 we demonstrate, based
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on extensive simulations, the accuracy and precision
of the parameters recovered for the stellar populations
(§ 3.2), using a simulated single-burst stellar population
(8 3.2.1), or a fully simulated star formation and chem-

ical enrichment history§(3.2.2). The reliability of the

Former versions of FIT3D address this problem by
(i) modeling the continuum with a linear combination of
synthetic stellar populations (SSP), and (ii) modeling the
emission lines with a set of single Gaussian functions.
Detalils of the procedures adopted to fit both components

errors estimated for the derived parameters is described are given in the sections below. In the case of the stel-

in § 3.2.3. Tests on the accuracy and precision of the
parameters recovered for the emission lines and of the
estimated errors are discussedif.3 and 3.3.2, respec-
tively. In § 3.4 we explore the precision in the parameters
derived for both the stellar populations and the ionized
gas, with more realistic simulations based on actual IFU
data extracted from the CALIFA survey. A comparison
with more broadly used fitting algorithms is presented in
§ 4. Finally,§ 5 summarizes the main conclusions of this
study.

2. NEW FITTING PHILOSOPHY OF FIT3D

The main goal of any analysis pipeline dealing with
IFS galaxy data is to disentangle the main components
comprising the spatially resolved spectra. As in the case
of long-slit or single-fiber spectroscopic data, the two
main components are: (i) the light coming from the stel-
lar population, that dominates the continuum and absorp-
tion spectrum, and (ii) the emission of the ionized gas,
that is observable as a set of emission lines at certain
characteristic wavelengths. The two components are af-
fected by dust attenuatior\(), produced by dust grains
distributed across the galaxy (e.g.flRuet al. 2004).
The disentanglement of these two main components is
mandatory to properly study the properties of local and
distant galaxies.

The rest-frame spectra of the two components are ob-
served redshifted due the Doppldfeet induced by the
expansion of the Universe and the residual velocity of
the galaxy, and further blue- or red-shifted by the partic-
ular kinematics of the target cell and component within
the galaxy. In addition, the spectra are broadened by
a characteristic velocity dispersion, accounting for the
unresolved kinematics that comprises the perturbations
with respect to the average velocity pattern, and the non-
homogeneous motions (such as non-circular motions). In
rotationally supported systems, like disks of spiral galax
ies, the velocity dispersion is much lower than the asymp-
totic rotation velocity. On the other hand, in pressure sup-
ported systems, like bulge dominated early-type galax-
ies, the broadening from random orbits is much larger
than the pure rotation velocity. Obviously, this picture is
an oversimplification, since many other components may
affect the kinematic pattern, like bars, outflows, interac-
tions, and so on (e.g. Barrera-Ballesteros et al. 2014). Ir-
respectively of the particular kinematic pattern, itkeet
has to be taken into account by any analysis pipeline.

lar populations, their weights or eigenvalues were de-
rived without boundary constraintsg§BSchez et al. 2006b,
2011). However, if any of the weights derived was found
to be negative, the corresponding SSP was removed from
the template list, and the fitting procedure was repeated
until only positive weights were derived. Under this pro-
cedure, only a small number of SSPs remain in the final
iteration, limiting the extracted information to the aver-
age properties of the underlying stellar population, like
the luminosity or mass weighted ages and metallicities.
This procedure was also very sensitive to tffees of
noise, and did not allow to estimate the errors of any of
the derived quantities. Despite these limitations, this ap
proach provides a reliable subtraction of the underlying
stellar population.

In the current version of FIT3Dwe adopt a Monte-
Carlo approach (MC), in which the previous procedure
is iterated for a randomized version of the input spec-
trum taking into account the error vector. The individual
weight vector is stored in each iteration. The final model
of the stellar component is built using the mean weights
derived along the MC sequence. In addition, this method
provides realistic uncertainties of both the weights and
the final model, based on the standard deviation with re-
spect to the mean values. The details of how the MC is
performed will be explained in the following sections.

Therefore, the analysis of the underlying stellar popu-
lation, without considering the emission lines, comprises
a non-linear and a linear problem. The non-linear prob-
lem includes the parameters that define the kinematic
properties of the spectra and the dust attenuation, and
the linear one involves the decomposition of the under-
lying stellar population in its components, either synthe-
sized stellar populations (SSPs), or a library of stellar
templates. The non-linear problem is addressed first and
independently from the linear one.

The algorithms included in FIT3D were originally
developed ireerr, making an extensive use of the Perl
Data Language (PDE®). We have developed @ tHoN
version for which we have adopted most of the required
algorithms included in PDL. The particularities of the
pyTHON Version will be described elsewhere (Ibarra et al.,

in prep.).

9httpy/www.astroscu.unam.n?\a(sfsanchts:/FIT3D
1Ohttpy/pdl.perl.org
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Fig. 1. Left Panel: Detail of the central spectrum’(5aperture, black solid-line) of NGC 2916 extracted from the V500 data cub
of the CALIFA survey, together with the best fitted SSP template for tieréint scanned velocities (color-coded solid lines). The
blueish solid lines correspond to SSP models blue-shifted with respect weltiaty, and the reddish solid lines correspond to red-
shifted ones.Right Panel: Same spectrum shown in the left panel (black solid-line), together withebkefitted SSP template for

the diferent scanned velocity dispersions (color-coded solid lines). Théshlgelid lines correspond to SSP models with smaller
velocity dispersion, while the reddish solid lines correspond to those witlrlaedocity dispersion. In both panels the residuals from
the fits are plotted using the same color scheme, together with the residbellwdst fitting model (grey solid-line). The two panels

show two consecutive steps in the fitting procedure. The color figureearewed online.

2.1 Non-Linear parameters of the stellar populations

Unlike other tools (e.g.pPXF Cappellari & Em-
sellem 2004b), FIT3D was not developed to provide a
detailed kinematic analysis of the line-of-sight velocity
distribution. However, it estimates the main properties of
the kinematic structure, i.e., the stellar velocity,§ and
velocity dispersiond,). These parameters are derived
under the assumption that all stellar populations move
at the same velocity, with a velocity dispersion follow-
ing a Gaussian function. This is clearly an approxima-
tion, since it is well known that the velocity distribution
of stellar populations deviates strongly from this simple
approach (e.g. Rix & White 1992). However, most cases

version that considers both a fixed instrumental disper-
sion along the spectral range in units of wavelength, and
a physical velocity dispersion (in kis). That second ver-
sion requires a better knowledge of the instrumental dis-
persion and it is somewhat slower to run since it performs
two different convolutions over the stellar templates.

In the first case, the stellar templates are convolved
with a Gaussian function in wavelength space, and
then shifted to the corresponding velocity. Although
this is a crude approximation, for spectra dominated
by instrumental resolution (e.g., PINGS and F-CALIFA
data Rosales-Ortega et al. 2010aivhol-Queraly et al.
2011), there is no significant ftirence. In the second

require a higher spectral resolution than the one presented case, the stellar templates are first convolved in linear

here R <2000) to make a clear distinction between this

Gaussian approximation and more complex velocity dis-
tributions. The stellar kinematics is derived prior to the

linear combination required to analyze the stellar popula-
tion, based on an additional pseudo-random exploration
within a pre-defined range of values. The pseudo-random
exploration varies the parameter in question within a pre-
defined range of values, but not following a fixed step.

Instead it uses a random step, generated wit#50%

of the original step (by default,/30th of the parameter

range). This loop is repeated several times (three by de-

fault). We consider that this non-regular exploration of

wavelength space with a fixed instrumental resolution (as
in the first case), and then they are convolved in Apg(
space with a Gaussian that accounts for both the velocity
and the velocity dispersion.

The fitting sequence is as follows: First, the velocity
dispersion is fixed to an input guess value, and the veloc-
ity is changed incrementally from a minimum to a max-
imum value, using a semi-random step around a certain
fixed velocity step. For each velocity a best linear combi-
nation of SSPs that reproduces the continuum is derived,
based on the reduced. Then a range of velocity dis-
persions is explored, following a similar procedure, now

the parameter space provides a better sampling within the fixing the velocity to the best result found in the previous

given range of values.

For the velocity dispersion we adopted twdfeient
implementations: (i) measuring it in units of wavelength,
since for most of the spectra analyzed the dispersion is
dominated by the instrumental one, and (ii) &etient

step. The procedure is repeated twice, with the second
iteration focused on the best parameters found in the first
one, and reducing both the range and the size of the step
to 10% of the initial values. Figure 1 illustrates this pro-
cess. It shows a detail of the central spectruth gper-
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ture), extracted from the V500 setup data cube of NGC
2916 from the CALIFA survey, together with the best
SSP templates derived for each of the scanned velocities
and velocity dispersions within the ranges considered.
Once the velocity and velocity dispersion are derived,
then the range of dust attenuations that better reproduces
the data is explored. Again, a range of values is explored
between a minimum and a maximum dust attenuation,
using a pseudo-random exploration with a variable step
between consecutive values. Following the same pro-

20

x
=]
o

10

L
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SSPsis derived for each particular value of the dust atten- Wavelength (A)
uation. Figure 2 illustrates this procedure. It shows the o
full wavelength range of the central spectrun @er- Fig. 2. Central spectrum {5aperture, black solid line) of NGC

ture), extracted from the V500 setup data cube of NGC 2916 extracted from the V500 data cube of the CALIFA sur-
2916 from the CALIFA survey, together with the best vey, together with the pest fitted SSP template .for.thr‘?necﬁnt
SSP templates derived for each of the scanned values of .Scanned dust attenuation, as color-coded solid lines rang-

dust att fi ithi bet 0and 1.6 ing from 0 to 16 mag. The blueish solid lines correspond to
usta gnua lon within a, range .e ween Uand 1.6 mag. SSP models with low dust attenuation, while the reddish solid
Obviously, as described, this procedure would be

: ° ) ) e Y lines correspond to those with larger attenuation. The residuals
computationally very intensive, and impractical inits€ur  from the fits are plotted using the same color scheme, together
rent form. Thus we have implemented some modifica- with the residual of the best fitting model (grey solid line). The

tions to speed up the process: (i) The MC iterations on color figure can be viewed online.
the linear combination of SSPs are not applied in the
steps required to derive the velocity, velocity dispersion _ ) _
and dust attenuation; thus, a single linear combination is @nd an input step for which the parameter space is ex-
derived for each step. The fitting is performed using a plored. The input guess is used as a fixed tracer of one of
standard matrix inversion method to do a least squares the parameters when the other two are explored. There-
minimization weighted by the errors, as implemented in fore, the accuracy and precision of the derivation is lim-
the PDL routineunrirlntd; (ii) a library with a smaller ited to the input parameters |_nJect_ed. In order to perform
number of single SSPs was adopted in these initial steps € pseudo-random exploration, instead of using a con-
(although it is not mandatory or restricted to do so); (iii) Stant step between the minimum and maximum, the step
a restricted wavelength range could be considered for the 1S variable within 80% of the input step. This ensures
derivation of the kinematic components, taking into ac- that the exploration is not uniform, and, due to the dou-
count those regions with stronger stellar absorption fea- ble iteration, 't. aIIovys a better estimation of'the parame-
tures (e.g., 3700-4700 A in the case of CALIFA and ter- For each iteration the best r_eduqé’dderlved from
MaNGA data). This approach is new, since in general it the linear analysis qf _the underlying st_ellar populatlpn is
was considered that using just the regions with stronger Stored. Then, the m|n|muppz_ together with the two adja-
stellar absorptions would create a bias towards the veloc- C€Nt values are used to derive the parameter value using a
ity of the younger stars. Indeed, the H-K Ca lines can Parabolic minimum derivation é&chez 2006a), together
be broadened due to the rotation of hot stars (e.g. Ger- with a rough es_tlmatlon of the error in the parameter as
hard 2003; Walcher et al. 2005). However, for the range (€ range in which the reducgd changes up tg” + 1.
of velocity dispersion expected in galaxies this seems not
to have a strongfeect, based on the tests that we have
performed; (iv) a well defined range for the velocity and
velocity dispersion is derived by analyzing the integrated
spectrum and the centfpeak spectrum for each galaxy.
In this initial exploration a wider range of parameters is
considered. Extensive tests have shown that these ap-
proaches do notfeect the results within the expected un-
certainties, as we will describe later. The implementation of the multi stellar-population
In all the three pseudo-random explorations, for each fitting technique used in this article was already described

parameter we consider an input guess, a range of values,in Sanchez et al. (2006b, 2011). The basic steps of the fit-
ting algorithm, spectrum by spectrum, are the following:

2.2 Linear parameters of the stellar populations

Once the non-linear parameters are derived, they are
fixed in the derivation of the properties of the underlying
stellar population, reducing the problem to the solution
of a linear combination of templates (SSPs).

Uhttpy/pdl.perl.orgPDLdocgFit/Linfit.html
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1. Read the input and noise spectra and determine the

areas to be masked. Let us defibeas the observed
flux at a certain wavelength, o as the noise level
at the same wavelength, ahdas the number of el-
ements of the masked spectrum.

. Create a Monte-Carlo realization of the data, adopt-

ing a Gaussian random distribution for the noise.
Let us defineG; as the MC-realization of the ob-
served flux, defined as

Gk =0 +Roi

whereR; is a random value following a (-1,1) Gaus-
sian distribution, and is the running index of the
current MC realization.

. Read the set of SSP template spectra, shift them to

the velocity of the spectrum, convolve them with the
velocity dispersion, and re-sample to the wavelength
solution. Let us defin€ j as the flux of the™" wave-
length of thej" template (once shifted, convolved,
and re-sampled), wherél, is the total number of
templates used.

. Apply the derived dust attenuation to the templates.

The attenuation law of Cardelli et al. (1989) was
adopted, with a ratio of total to selective attenua-
tion of Ry=3.1. Let us defin&ﬁv as the flux of the

it wavelength of thg™ template, after applying the
dust attenuation corresponding to a certain attenua-
tion of Ay magnitudes.

. Perform a linear least-square fit of the input spec-

trum with the set of redshifted, convolved, and dust
attenuated SSP templates. The fitting is performed
using a standard matrix inversion method, weighted
by the errors, as described before, based on the PDL
routineLiveirlp. Then a modified/? is adopted as
the merit function to be minimized, with the form:

1 N
2_ _ - 2
X = N—M;D"
where

M
o= w(e - 2 )
=1

In the above expressiom; is the weight of the™"
pixel, defined as

w 1
i =—,
ot

a; is the codficient of the ™ template in the final
modeled spectrum, anil is the number of tem-
plates considered in the fitting procedure. The ac-
tual number of templates included in the SSP-library
depends on the science goals and the quality of the
explored data. In our case for a typiddl~ 2000,

the number of templates if of the order i ~ 100.
There is no general recommendation of how large
should beM to derive optimal results. It is therefore
required to perform simulations to test it (e.g. Cid
Fernandes et al. 2014). However, our experience in-
dicates that it should not be larger than 2-3 times the
typical signal-to-noise of the spectra, as a practical
rule.

. Determine for which templates within the library a

negative cofficient is derived in the linear combina-
tion (i.e. a; < 0). These templates will be excluded
from the next iteration of the fitting procedure, that
will be resumed in step (5). At each iteratiol,

is decreased by the amount of templates excluded.
This loop ends once all the ciieients are positive.
Itis important to note here that excluding those tem-
plates within the library that produce negative values
for the codficients does not produce in general an
increase of the reduced of the fitting. Therefore,

to remove them does not decreases the goodness of
the fitting in a systematic way. This procedure is
adopted both in the linear and non-linear exploration
of the parameters.

. The modeled spectrum flux &tfor thekth MC re-

alization is given by

M
k _ ke Ay
S = E ajFy,
j=1

where nowM considers only the templates with
positive codficientsa.

. The procedure is iterated for a fixed number of MC

realizations K) from step (ii). The final modeled
spectrum, with its corresponding uncertainties at
eachJ;, is given by the mean and standard devia-
tion of the individual models for each realization of
the MC iteration, at the given wavelength:

Si = meang-¥)
os, = stddevg-X)

The final reduced? is then recomputed using this
final average modeled spectrum. It is found that in
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general thig/? is not significantly dferent from the
individual ones for each of the MC realizations (the
same is valid for the standard deviation, in a consis-
tent way). This confirms the assumption that each
individual fitting reproduces the analyzed spectrum
equally well, and the final distribution is a more real-
istic description of the properties of the stellar pop-
ulation.

The final codficients of the SSP decomposition and
the corresponding uncertainties are derived using a
similar procedure:

aj = meanf )
o = stddeval )

where oo is the uncertainty associated with the
corresponding parameter.

For practical reasons, the algorithm provides the frac-
tion of the total flux contributed by each particular SSP
within the library at a certain wavelength, and therefore
a normalization wavelength is recommended: Let us de-
fine cj as these relative flux fractions. Along this article
we have adopted the normalization at 5500 A; however,
this is not mandatory..

In the derivation of the non-linear parameters a re-
duced version of this algorithm was adopted, excluding
steps (2), (6), and (8). Thus, only a single linear least-
square fit is applied, withoutleaningthe negative co-
efficients (that are normally absent when the template
adopted is limited to a few stellar populations), and not
iterating over a sequence of MC realizations.

This algorithm shares a basis with other procedures
described in the literature (e.g., Cappellari & Emsellem
2004b; Cid Fernandes et al. 2005; Ocvirk et al. 2006;
Sarzi et al. 2006a; Walcher et al. 200@&r8hez et al.
2007a; Koleva et al. 2009; MacArthur et al. 2009). If re-
quired, the low frequencies in the spectrum can be fitted
by adding a polynomial function to the fitted templates,
or by multiplying them by that function. There are dif-
ferent origins for these low frequencies in the spectrum,
mostly related to defects in the spectrophotometric cali-
bration of the data or the stellar libraries adopted for the
SSP templates (e.g. Cid Fernandes et al. 2013) They may
also be related to the way that the synthetic populations
are generated, like filerencegrrors in the adopted IMF
or the stellar evolution models beingf@irent for difer-
ent stellar templates (e.g. Cid Fernandes et al. 2014). In
the particular implementation shown along this article we
have performed this correction only to subtract the stel-
lar component to analyze the emission lines. However,
for the full analysis of the stellar populations it is not

implemented. This is evident in the residuals shown in
Figure 3.

By construction, the fitting algorithm requires that
certain regions in the spectrum be masked: (i) strong and
variable night sky emission line residuals, (ii) regions af
fected by instrumental signatures, like defects inthe CCD
(e.g. dead columns) whoséect was not completely re-
moved during the data reduction process, (iii) regions af-
fected by telluric absorptions, not completely corrected
during the flux calibration process, and (iv) regions con-
taining strong emission lines from the ionized gas.

In the case of FIT3D a final iteration is implemented
that makes this latter masking not critical. Itis possible t
combine the analysis of the stellar population and emis-
sion lines fitting in a single iterative process in which, for
each iteration, the best model of the emission lines is re-
moved prior to the analysis of the stellar population. We
will describe later this possibility.

2.3 Average properties of the stellar populations

Once the best model for the underlying stellar popu-
lation is derived based on a linear combination of SSPs,
it is possible to derive the average quantities that char-
acterize this population. The most common parameters
derived are:

e The luminosity-weighted log ageA@e) and log
metallicity (Z.) of the underlying stellar population,

M
logAge. = Z cjlogAgs,

=1

and
M

logz, = Z cjlogz;,

j=1

where Agg andZ; are the corresponding age and
metallicity of the j'" SSP template, and; is the
weight in light of each SSP. In this context we de-
fine Z as the mass fraction of metals, i.e., elements
heavier than hydrogen and helium.

Hereafter, for the sake of simplicity, we will refer
to the previous values as the 'luminosity-weighted
age’ (instead of the more cumbersome luminosity-
weighted logarithmic age). The reader should take
into account that a dierent definition would be:

M

Age. = ) CiAgs,

j=1

and

M
Z = Z Cij.
=1
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Fig. 3. Left Panel:Detail of the central spectrum’(&perture, black solid line) of NGC 2916 extracted from the V500 data otthe
CALIFA survey, together with the efierent MC-realizations of this spectrum created along the fitting procédol@-coded points).
The real noise has been increased by a factor of 5 to visualizeffheethit realizations more clearly. The residuals from the best model
fitted in each MC-realization are included using the same color code as thed, rtagether with the average of thefdrent residuals
(solid black line). Right Panel: Same spectrum shown in the left panel (black solid line) together with theitied SSP template
derived using the MC linear regression technique (red solid line). Téidual from the best fitting model is shown as a solid black
line. The color figure can be viewed online.

Note that the logarithm of the latter ones does not that in general is not the same as the mass-to-light
correspond to the former ones. Indeed the former ratio of the integrated spectra, that would be given
ones are the geometrical average, weighted by the by:

fraction of light corresponding to each single stellar 2}‘11 M;

population, while the latter ones correspond to the ML = ZM—L

arithmetic average. Since the time sampling of the =17

stellar templates is logarithmic, we consider the for- where

mer one a better representation of the average ages Mj = ¢ML L

and metallicities in galaxies, although it is possible andL is the total luminosity of the spectrum.

to derive any of them using the FIT3D output. i , ,
e We define the star formation history (SFH) as the

e The mass-weighted log agéday) and log metal- evolution of the star-formation rate along the time.
licity (Zy) of the underlying stellar population, To derive it, we define the mass of stars of a given
" age:
logAgey = Z c;ML jlogAgs, M
=1 Mage = Z Mj, if age = age
j=1
and
logZ = ZM: ¢;ML jlogZ;, Now, we estimate the cumulative amount of mass
= up to a _tlmefage wheretage = TUniverse — age_and
Tuniverse IS the age of the Universe at redshift zero.
where Agg and Z; are the same parameters de- To do so, we integrate the amount of stellar mass
scribed before, and MLis the mass-to-light ratio since the beginning of the cosmological time until
of the j" SSP template (i.e}). time (rage):

Hereafter we will refer to them as the mass-

weighted age and metallicity.  Similar caveats W .

should be applied to this definition as the one ex- Magec = Z Mj. if ageg >age

pressed regarding the luminosity-weighted ones. =

From these cumulative masses it is possible to de-
rive the star-formation rate (SFR) at any particular
time,

e The average mass-to-light ratio,

_ AMgge |

M
<ML >= CjMLj F -
JZ; S FRue Aage '’



© Copyright 2016: Instituto de Astronomia, Universidad Nacional Auténoma de México

PIPE3D, NEW FITTING WITH FIT3D 29

the distribution of these SER, conforms the SFH
as defined before.

At any time the mass remaining in stars is obtained
by:

M
Magecor = Z fcor,ij s

=1

if agg > age

wherefcqj is the correction factor that takes into ac-
count the mass-loss and the mass locked into rem-
nants, for each stellar population at the given age
and metallicity (e.g. Courteau et al. 2014).

For each spectrum, both the SFH and the SFR are
not single parameters, but arrays of a length equal
to the number of ages included in the SSP template
library.

The luminosity-weighted ages and metallicities
should be considered as the first momentum of the distri-
bution of weights, or, in other words, the first momentum
of the star formation and chemical enrichment histories
(in a logarithm scale as defined here). Theffedicon-
siderably from thegffectiveages and metallicities, since
in general they do not match the corresponding values if
the population were composed of a single SSP (Serra &
Trager 2007).

The luminosity-weighted ages and metallicities high-
light the contribution of the young stellar populations
(with a strong color ffect), which are much more lumi-
nous for a certain mass than their older relatives. How-

ever, the mass-weighted ages and metallicities are less

sensitive to the young stellar populations, and therefore
trace better the bulk of the star formation history, rather
than more recent star-forming events.

2.4. Characterization of the emission lines

One of the goals of this fitting procedure is to pro-
vide an accurate characterization of the underlying stella
population, to subtract this contribution from the oridina
spectrum, deriving an emission-line only spectrum. This
gas emission spectrum is derived by

Ci=0-S.

To measure the intensity of each emission line de-
tected, each emission line in tlotean spectrum ;) is
fitted with a single Gaussian function, plus a low order
polynomial. Following the new philosophy described be-
low, the emission lines are fitted splitting the non-linear
and the linear components. As in the case of the stellar

population, the Gaussian function comprises two non-
linear parameters, the velocity and the velocity disper-
sion, and a linear one, the intensity. On the other hand,
the polynomial function included to fit the continuum
only comprises a combination of linear components. The
procedure is very similar to the one outlined before. First,
we perform an pseudo-random exploration of the non-
linear parameters within a range of values, starting with
the velocity, and then the velocity dispersion. An initial
guess of the velocity dispersion is used as a fix parameter
in the exploration of the velocity, and later the velocity
derived is fixed in the exploration of the velocity disper-
sion. In each step of the pseudo-random exploration a
least-squares linear regression is performed to derive the
linear parameters (i.e., the intensity of each emissian lin
and the cofficients of the polynomial function) using the
same standard matrix inversion method, weighted by the
errors, described before, which is based on the PDL rou-
tine Lnmirlp. The reduced,? is stored in each iteration
as a proxy of the the goodness of the fitting.. The final
best combination of non-linear and linear parameters is
derived on the basis of the minimization of the reduced
2

We estimate the errors of the optimized parameters by
performing a MC simulation, where the original emission
line only spectrum is perturbed by a noise spectrum that
includes both the original estimated error and the uncer-
tainties in the best fit SSP model. Therefore, the intensity
fitted at each wavelength in each MC realization is

Cf = Ci + Romodified

wherei is the spectral pixeR; is a random value follow-
ing a (-1, 1) Gaussian distributiork is the running index
of the current MC realization, and

O modifiedi = (Tiz + 0'%

wherego is the original error (the one used in the analysis
of the SSP), and-g, is the standard deviation around the
best SSP modeb; (i.e., the uncertainty in this model),
as defined in point 8 of 2.2. Using this approach, we
propagate the uncertainties of the subtraction of the un-
derlying stellar population to the parameters derived for
the emission lines.

Instead of fitting the entire wavelength range at once,
for each spectrum we extract shorter wavelength ranges
that sample one or a few emission lines. This allows us to
fit the residual continuum with the simplest polynomial
function (in general, of 1st or 2nd order), and to sim-
plify the fitting procedure. When more than one emis-
sion line is fitted simultaneously, their velocities and
dispersions may be coupled. Thus, they are forced to be
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equal in order to decrease the number of free parameters
and increase the accuracy of the de-blending process (if
required). This is particularly useful when the velocity
dispersion is dominated by the spectral resolution, and
for the recovery of the intensity of weak emission lines,
with poorly defined kinematic properties. Figure 4 illus-
trates this procedure. It shows two spectral ranges cen-
tered on KB and Hy, of the central spectrum of NGC
2916 shown in Figure 1-3, once we subtracted the best
fitted SSP model shown in Figure 3, together with the
best fitted Gaussians togHand [O111]114959,5007, and

to Ha and [N11116548,6583, respectively. Thefl#irent

MC realizations adopted during the fitting procedure are
shown to illustrate how the procedure evaluates the pa-
rameters and errors at the same time.

A modeled emission line spectrum is created, based
on the results of the last fit, using only the combination
of Gaussian functions. This spectrum is given by

L
E = Z Bk * Gausg(Ak, o),
k=1
whereL is the number of emission lines in the modgy,
is the integrated flux of the" emission line, and Gaugs
is the corresponding normalizedi(ox) Gaussian evalu-
ated at the' pixel.

Finally, this modeled emission line spectrum is sub-
tracted from the original spectrur@y), deriving an emis-
sion line free spectrum given by

GF =G - E.
This spectrum may be used to model again the stellar
population, by applying the procedure described before,
but without masking the emission line spectral regions, as
outlined in§ 2.2. Actually, our experience is that adopt-
ing a simple SSP template library for the initial iteration,
and a more detailed one for the second iteration produces
very reliable results for both the emission lines and the
stellar populations. In general, a third iteration does not
produce any significant change in the derived properties,
although the implemented algorithm allows the user to
select the desired number of iterations. It is important to
remark that the final reduced adopted includes both
models and the propagation of the uncertainties.

The full data-flow described in the previous sections
is summarized in Figure 5. There flidirent steps of the
fitting sequence are described, illustrating the products
derived in each of them and the interdependence between
those steps. The algorithm implemented in FIT3D allows
the user to fit the stellar population without fitting any
emission line, and at the same time it includes routines
to fit the emission lines irrespectively of the underlying
stellar population, in case this is required.

3. ACCURACY OF THE DERIVED PARAMETERS

The procedure outlined above to fit the stellar popula-
tion and the emission lines implements a somewhat new
concept. It does not rely on minimization algorithms fre-
quently used to fit non-linear functions, like the LM al-
gorithm implemented in other tools (e.g., Gandalf, the
previous version of FIT3D), but on a sequential com-
bination of pseudo-random exploration of the range of
non-linear parameters, and a least-square inversion of the
linear ones. The MC realizations and pseudo-random ex-
plorations share some ideas with other tools that explore
the properties of the stellar populations, likesG.iGar
(Cid Fernandes et al. 2005). However, their minimiza-
tion scheme is based on a sequence of Markov chains,
and not on a sequence of linear regressions.

Therefore, we need to demonstrate that the new pro-
cedure yields reliable results. To do so, we perform a set
of simulations to verify that (i) the adopted procedure cre-
ates accurate models of the data, (ii) the main parameters
of the stellar populations and emission lines correspond
at least to the expected ones with some well controlled
inputs, and (iii) the procedure provides a reliable estima-
tion of the uncertainties of the derived parameters.

3.1 SSP template library

As already noted by élierent authors (e.g. MacArthur
et al. 2004; Cid Fernandes et al. 2014), this kind of anal-
ysis is always limited by the template library adopted,
which comprises a discrete sampling of the SSP ages and
metallicities. It is desirable that the stellar library ke a
complete as possible, and non-redundant. However, this
would require an exact match between the models and the
data, which is generally not possible to achieve, in partic-
ular if the stellar population includes more than one SSP.

The results should be as independent as possible of
the currently adopted SSP template library. Therefore,
we have tested the fitting routines usingfelient ones,
following Cid Fernandes et al. (2014):

e gsd156 template library: described in detail by Cid
Fernandes et al. (2013), it includes 156 templates
that cover 39 stellar ages (1 Myr to 13 Gyr), and 4
metallicities Z/Z, = 0.2, 0.4, 1, and 1.5). These
templates were extracted from a combination of
the synthetic stellar spectra from the GRANADA
library (Martins et al. 2005) and the SSP library
provided by the MILES project @ chez-Bhzquez
et al. 2006; Vazdekis et al. 2010; FafeBarroso
et al. 2011). This library has been extensively used
within the CALIFA collaboration in dierent stud-
ies (e.g. Brez etal. 2013; Cid Fernandes et al. 2013;
Gonzalez Delgado et al. 2014). Therefore, it is very
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Fig. 4. Left Panel: Detail of central spectrum (5aperture, black solid line) of NGC 2916 extracted from the V500 dataofibe
the CALIFA survey around the wavelength range ¢ &hd [Ol11] 14959,5007, together with theftBrent MC-realizations of this
spectrum created along the fitting procedure (color-coded points).b@stefitting model to the emission lines is shown as a green
dashed line. The residuals from thefdient realizations are shown following the same color schefffisefddy -2.5 flux units for
the sake of clarity), together with the residual of the best fitting mo&eght Panel: Same spectrum shown in the left panel, but
now around the wavelength range odtdnd [NI1] 16548,6583 (black solid line), together with thefdrent MC realizations of this
spectrum created along the fitting procedure (color-coded points).b@sitefitting model to the emission lines is shown as a green
dashed line. In both panels the level of noise has been increased tipadh5 to visualize the dierent realizations more clearly.

The color figure can be viewed online.

interesting to know how accurate are our results us-
ing this particular library. Its spectral resolution has
been fixed to the spectral resolution of the CALIFA
V500 setup data (FWHMG A).

e miles72 template library: It includes 72 templates
that cover 12 stellar ages (Myr to 12.6 Gyr), and 6
metallicities £/Z, = 0.015, 0.045, 0.2, 0.4, 1, and
1.5). These templates were extracted from the SSP
library provided by the MILES project @hchez-
Blazquez et al. 2006; Vazdekis et al. 2010; Balc
Barroso et al. 2011). They do not cover stellar popu-
lations as young as the previous ones, but they cover
a wider range of metallicities. This template has
a higher spectral resolution than the previous one,
with FWHM=~2.5 A (Fal®n-Barroso et al. 2011).

e bc138 template library: It includes 138 templates
that cover 23 stellar ages (1 Myr to 13 Gyr), and
6 metallicities Z/Z, = 0.005, 0.02, 0.2, 0.4, 1,
and 2.5). The SSP models were created using the
GISSEL code (Bruzual & Charlot 2003), assum-
ing a Chabrier IMF (Chabrier 2003). They cover
a range of metallicities similar to the previous one,
but with a wider range of ages. However, they do not
benefit from the spectrophotometric accuracy of the
MILES stellar templates @hchez-Bhzquez et al.
2006). The spectral resolution is slightly higher than
that ofgsd156, with a FWHM=~5.5 A.

e mar136 template library: It includes 136 templates
that cover 34 stellar ages (0.1 Myr to 15 Gyr), and
4 metallicities Z/Z, = 0.05, 0.4, 1, and 2.23). The
SSP models were created using the code by Maras-
ton (2005), assuming a Salpeter IMF (Salpeter
1955). They cover a range of metallicities slightly
smaller than the previous one, but with a similar
range of ages. It is the template with the lowest
spectral resolution, FWHM40 A. This template
was included to test the ability to recover the stellar
population parameters when the spectral resolution
is not very accurate.

Figure 6 shows the ranges of shapes covered by the
different SSPs and how they compare with each other.
For each SSP library we present the individual spectra
within the wavelength range corresponding to the opti-
cal range between 3700-7000A, normalized at 5500A.
We note that the sampling of all of these libraries dif-
fers in the distributions of age and metallicity. This is
intrinsic to the templates, and imposes a bias in the sam-
pling of the properties that is not intrinsic to FIT3D. To
our knowledge, none of these libraries include the nebu-
lar continuum, which may produce a significafieet for
very young stellar populations.

There are several caveats when applying model SSPs
to the integrated light of an entire galaxy (or a portion
of it), which have been clearly identified by previous au-
thors (e.g. MacArthur et al. 2004; Cid Fernandes et al.
2014). The most important one is the assumption that the
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Fig. 5. Chart-flow summarizing the fitting sequence of FIT3D as degtiibthe text. The flow indicates the main blocks of the fitting
process, showing which operations are performed, and the maipaatacts derived. The MC-loop is indicated with a bracket, and
the final iteration over the emission-line fitting with black arrows. In eachalabel indicates either the section in the text where the
procedure is described or the pointi2.2 in which is explained.

parameter space covered by the empirical library repre- of the analysis we adopted the Cardelli et al. (1989) at-
sents well that of the real data. However, in general, li- tenuation law, which may not be the optimal solution to

braries are based on stars in the solar neighborhood (e.g.study the dust attenuation in star forming galaxies (e.qg.
Sanchez-Bhzquez et al. 2006) or on synthetic models Calzetti 2001). Other authors (MacArthur et al. 2009)

(e.g. Gonalez Delgado et al. 2005; Maraston 2005), and assumed a completelyftBrent attenuation law, based on

therefore they may not represent well the stellar popula- the two-component dust model of Charlot & Fall (2000),

tions of other galaxies (or even of other regions of our which is particularly developed to model the dust at-
Galaxy). tenuation in star forming galaxies. Theffdrences be-

Most of these problems are not particularly important  tween the existing extinction laws in the optical wave-
in the context of our tests, since our primary goal is to length range (3600-10000 A) are too smalll feeat sig-
determine the accuracy and precision of the parameters nificantly the resultS. Indeed, no major dierences are

recovered for a set of simulated data; however, they do found when adopting the Cardelli et al. (1989), Calzetti
affect the interpretation of the results. (2001), or even a simpla~*3 extinction law. FIT3D

adopted a fixed specific dust attenuatioiRpf=3.1 (i.e.,
Milky-Way like), and the only fitted parameter is the dust
attenuation at th¥/-band @), in magnitudes.

In addition, it is important to note that the treatment
of the dust attenuation mayfact the resulting parame-
ters (i.e. the luminosity-weighted age and metallicity of
the stellar population). In this particular implementatio 2e.9.,http://www.mpe .mpg.de/"pschady/extcurve.html
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Fig. 6. Stellar population templates included in #h&l156

(first panel)miles72 (second panellhc138 (third panel) and
mar136 (fourth panel) libraries. Each spectrum within each li-
brary is represented with aftirent color, with the blueish col-
ors representing the younger stellar populations, increasing in
age towards more reddiginangg¢grey colors. The color figure
can be viewed online.

3.2 Accuracy of the properties of the stellar population

As mentioned before, the main parameters derived
from the analysis of the stellar component are (i) the co-
efficients of the SSP templates in which the stellar contin-
uum is decoupled, (ii) the luminosity- and mass-weighted
ages and metallicities, and dust attenuation, (iii) the ste

a wavelength range between 3700-7500 A, and an instru-
mental resolution ofrinst =2.6 A. However, the simu-
lations can be easily adapted to any other spectroscopic
configuration.

The noise pattern is composed, in general, of both
white noise (corresponding to the photon-noise of the
source and the background, and electronic noise from
the detector), and non-white noise (corresponding to
defectginaccuracies in the sky-subtraction, uncorrected
defects in the CCD, errors in the spectrophotometric
calibration, etc.). These noise patterns ar&edent
spectrum-to-spectrum, and wavelength-to-wavelength,
and are clearly diicult to simulate on a simple analytical
basis. However, for a general test like the one performed
here, we will limit our simulations to the use of white
noise. In forthcoming articles we will explore the accu-
racy and precision of the parameters recovered using a
moread hocset of simulations, following Cid Fernandes
et al. (2014).

We perform two diferent sets of simulations. In the
first one, a SFH dominated by a single burst of star for-
mation is assumed, and therefore the stellar populations
are dominated by stars of a certain age. The burst fol-
lows a Gaussian shape, with a width 0.5 dex in age (i.e.,
the length of the burst is proportional to the age selected).
Under this assumption the burst lasts for a longer time at
earlier times, and it is much shorter at later times. For the
metallicity, we considered a similar probability distribu
tion. Therefore, the simulated stellar population is dom-
inated by stars of a certain metallicity with a Gaussian
distribution of-width of 0.5 dex at each metallicity. This
does not attempt to model any real physical enrichment
mechanism in particular. Each simulated stellar spectrum
is created by randomly selecting (within the range of the
values considered in the SSP template) a particular age
and metallicity as the center of the 2D Gaussian distribu-
tion.

In general, this simulated SFH may not be realistic.
In most SFHs analyzed within the CALIFA survey most
of the stars are formed following an exponential law with
more than 80% of the mass formed in the first few Gyr
(Pérez et al. 2013). If we assumed this more realistic SFH
we would not be able to test the ability of the fitting tool

lar mass-to-light and mass included in the spectrum, and to decouple dterent stellar populations, and we would

(iv) the star formation history. In order to assess the ac-

just test the very particular case that is more frequently

curacy and precision of these parameters we have per- observed in the Local Universe.

formed a set of simulations. The simulations should be
performed trying to match as closely as possible some

In the second set of simulations we try to create a
more realistic SFH, in which the contribution of a stel-

real data, especially the noise pattern. Since the primary lar population within the template is proportional to a
goal of the currently developed package is the analysis power of its age in Gyrd; « Age}/z). This is basically

of IFU data extracted from the CALIFA data, we will

limit our tests to the wavelength range and spectral reso-

lution of the CALIFA-V500 setup (8nchez et al. 2012a):

an exponential star formation rate along the evolution of
the stellar population. The metallicity distribution fol-
lows a Gaussian probability function similar to the one
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described before. However, in this particular case the in-
put metallicity is forced to follow a linear anti-correlati
with age; i.e., older stellar populations are more metal
poor than younger ones, following the recent results by
Gonzlez Delgado et al. (2014).

3.2.1 Results from the single burst simulation

For the firstsingle burstSFH we created four dif-

ferent sets of simulations. In each one, 1000 simu-
lated spectra were created with the same normalized
flux at 5000 A, corresponding to 100, 50, 10 and
51016 erg st cm? A1, respectively. The velocity was
randomly selected within the redshift range of the CAL-
IFA footprint (0.005 < z < 0.03), and the velocity dis-
persion was selected randomly fram= 25 - 75 A
(ov » 100- 400 kmys). Then, the simulated spectrum
was reddened by a dust attenuation randomly selected
betweenA, = 0— 1.1 mag. Finally, a purely Poissonian
noise was added, to a level of 1 #0erg s* cm2 AL,
As indicated before, this is not a totally realistic noise
pattern. However, to perform a more detailed simulation
would require to adopad hocnoise patterns, attached to
a particular data set (e.gaBchez et al. 2011).

The fitting procedure was then applied to the sim-

ulated spectra using the same steps adopted to analyze

the observational data, deriving, for each one, the dif-
ferent data products described §r2.3. Figure 7 illus-
trates the result of this exercise for a particular spectrum
with a signal-to-noise ratio 0£100. It shows the input
codficients for a particular simulated spectrum created
using themiles72 template library (for both the sim-
ulation and the analysis), in comparison with the out-
put distribution. This kind of distribution comprised
the star-formation history and metal enrichment pattern,
which are projections of this distribution. It is clear
that the luminosity-weighted values derived from both
distributions are very similar (log(agg)i, = 9.76 vs.
lOg(ag¢yr)0ut =9.78 and [ZH]in = -1.68vs. [ZH]out =
—-1.56), despite the fact that there are clear fluctuations
between the input and recovered weightedtributions

of each particular stellar component. The largest dis-
crepancies were found for the lower metallicity bin and
the log(aggyr)=9.50 component, both of whichftir by
about 10%. Furthermore, the distribution of fiagents

in the age-metallicity grid was remarkably similar. Pre-
vious analyses were performed by Ocvirk et al. (2006),
Koleva et al. (2009), and&ichez et al. (2011), although

parameters: luminosity-weighted age, metallicity, and
dust attenuation, together with the velocity and veloc-
ity dispersion, with their corresponding standard devia-
tion. Here we are measuring twofi@rent éfects: (i) the
systematic deviation from the input parameters, charac-
terized by the averagefsets, (i.e., the accuracy of the
measurement) and (ii) the precision in the measurement
of the parameter (with or without a systematic bias or
offset), characterized by the standard deviation.  This
corresponds to the expected the precision of each indi-
vidual realization. However, the error of the systematic
deviation described before 30 times smaller, taking
into account that each row corresponds to 1000 indepen-
dent simulations. Only when the averadgéset is clearly
larger than this error it is possible to claim that there is a
systematic fiset for the simulated dataset. This is more
evident for the spectra with high!$, where the system-
atic dfects dominate over the precision of the measure-
ment. However, in most of the simulated datasets there is
a clear and well defined bias with a similar trend for each
different template, in spite of the estimated precision.
Nevertheless, if the standard deviation is clearly larger
than the derivedfiset, the expected bias for an individ-
ual realization is too small compared with the systematic
biagoffset, and thereforen it is sub-dominant. This is the
case for most of the values in the table, and in particular
for the spectra with lower/8l.

There are large dlierences between the accuracy
and precision of the recovered parameters depending on
the adopted stellar templates. For those templates with
higher spectral resolutiomiles72 andgsd156, the pa-
rameters are recovered with a better accuracy and pre-
cision for the spectra with higher signal-to-noise ratio.
In those cases the standard deviation and ffeets be-
tween the input and output values are smaller, irrespec-
tively of the possible systematidfeets. Those fisets
are in general smaller than the standard deviations, and
therefore they are sub-dominant for individual realiza-
tions, although in general they are statistically significa

In summary, the simulations indicate that it is possi-
ble to recover the properties of the stellar populations for
a 9N of at least~ 30-50 per pixel to derive accurate and
precise results in this particular case. However, for those
templates with coarser spectral resolution the parameters
are recovered equally wdbladly for a wide range of/8l.

they covered a more reduced parameter space, and inFigure 8 illustrates these results, showing for a particula

general the kinematics afmt the dust attenuation were
fixed in their simulations.

Table 1 lists, for each set of simulated spectra, their
average signal-to-noise ratio and thé&elience between
the input and the recovered values for the following

set of simulations the comparison between the input and

the recovered parameters for each individual spectrum in

the dataset. In some cases, like in the age-age compar-
ison, there are clear structures that indicates a possible
bias in the recovery of this parameter.
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Fig. 7. Left panel Distribution of input coéicients along the age-metallicity grid for a single simulated spectrum comdsypto the
first set of simulations, i.e., those resembling a single burst of staraftion, with a broad extension in time. This particular example
corresponds to a simulation based oniiliges72 template library. For each age-metallicity pair the weight is shown as a solitesq
with the size and color being proportional to the weight of the correspgr88Rjemer. FOr those SSPs with stronger contribution
(above a 5%), the actual fraction is indicated on top of each squarehdrimontal and vertical histograms represent the co-added
codficients for a particular age and metallicity, respectively. The green s@lidrslicates the location of the luminosity-weighted age
and metallicity corresponding to the distribution of stellar populations: logygge9.76, log(Z0.02)= —1.68. Right panelSimilar
distribution corresponding to the déeients recovered for the given input simulation of a spectrum with a sigrabise ratio of
~100, once the fitting procedure is applied. The green solid-star indica&ésction of the luminosity-weighted age and metallicity
corresponding to the recovered distribution of stellar populations: lei(@g 9.78, l0g(Z0.02= —-1.56. The color figure can be
viewed online.

A comparison of the fiset between the output and cates how important it is to have a good determination of
input values for dierent parameters is also explored to the dust attenuation to derive the ages. Tfieat of this
understand the possible degeneracies among them. Indegeneracy is stronger for the younger than for the older
particular, we explore the possible bias introduced by the stellar populations.
age-metallicity degeneracy: In general older stellar pop- ) .
ulations are redder, like metal rich ones, while younger Itis beyond the goal of this study to conduct a com-
and metal poor ones are bluer (Worthey 1994). This in- Parison between the properties of théfefient SSP li-
troduces a degeneracy in the derivation of both param- Praries discussed here. We useffetent ones to illus-
eters, as discussed by previous authors (eamcBez- trate that _the procedure is able t_o recover the input pa-
Blazquez et al. 2011). The strength of this degeneracy is "ameters independently of a particular library. However,
parametrized by the correlation dbeient, rcor, between itis clear that there arefierences. Thisis the case of the
both parameters, listed in Table 1. The correlation shows alréady quotedniles72 and gsd156 templates, when
a similar behavior for the dierent stellar templates when ~ compared witfbc138. The accuracy of the derived pa-

S/N¢ 10. The éiset in age and metallicity is in most cases rameters is very similar in the three cases (as estimated by
of the order off ¢ ~0.4-0.5. the biagoffset). However, the precision is much worse for

the latter one. The parameters are recovered with far less

The age-metallicity degeneracy shows the second precision when using the librariésc138 andmar136.
strongest correlation. The weakest ones have not been This may reflect subtlefiects of how the paramter space
included in the figure. They correspond to the possible is covered, dierences in the stellar templates adopted,
degeneracy between the metallicity and both the dust at- or details in the code that generate the templates. For
tenuation and the velocity dispersion, and are of the order example, thaniles72 template does not include SSPs
of reor  0.1. Thus, there is no degeneracy between those younger than 60 Myr, while thgsd156 template does
parameters. Theffset in age present a weak trend with  not include SSPs more metal poor than B.,2while the
the dfset in velocity dispersion, with a typical, ~0.3. range of parameters coveredixyl38 includes both. Fi-
Finally, the strongest correlation is found between the nally, thebc138 template uses the STELIB stellar library
offset of age and thefiset of dust attenuation, for which ~ (Le Borgne et al. 2003), whose spectrophotometric cali-
the correlation is strong {r ~0.8) in all the cases ex- bration along the full wavelength range is worse than the
plored. This degeneracy is a well known one and indi- one of MILES (S@nchez-Bhzquez et al. 2006). We have
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TABLE 1
RESULTS OF THE SIMULATIONS: SINGLE BURST

Results using thgsd156 SSP template

© Copyright 2016: Instituto de Astronomia, Universidad Nacional Auténoma de México

SN AAge/Age ANZ|Z AAy AVsys Aoy I cor

64.4 Q17+011 007+0.10 -0.06+0.17 06 +409 -344+ 393 0.38

32.9 016+ 0.21 005+ 0.19 -0.08+0.18 25+ 495 —412+ 454 0.38
6.8 Q012+ 0.27 000+ 0.21 -0.07+0.26 -226+ 1119 -87.1+692 0.31
3.4 009+ 0.31 000+ 0.24 005+ 0.32 —381 + 20840 -1044 + 741 0.24

Results using thailes72 SSP template

SN AAge/Age ANZ/Z AAy AVsys Aoy Icor

70.6 Q07+ 0.15 -0.05+0.31 -0.02+0.17 -25+377 -14.2 + 238 0.58

35.7 Q07+ 0.15 -0.01+0.35 -0.02+0.18 -6.2+433 -195+ 311 0.57
7.2 009+ 0.25 004+ 048 -0.07+0.28 —-420+ 1500 —728 + 66.7 0.52
3.5 003+ 0.32 006+ 0.50 000+ 0.35 -1016 + 2222 -924+ 740 0.39

Results using thbc138 SSP template

SN AAge/Age ANZ|Z AAy AVsys Aoy I cor

65.4 Q09+ 0.50 017+ 0.64 -0.10+0.35 67+371 —557+453 0.44

34.3 013+ 048 016+ 0.66 -0.12+0.35 01+790 -638+488 0.44
6.8 011+ 0.45 010+ 0.68 -0.10+0.68 -0.4+ 1052 -94.8 + 64.7 0.45
3.4 004+ 0.44 015+ 0.75 -0.03+0.34 -151+ 1133 —1087 + 652 0.47

Results using thear136 SSP template

SN AAge/Age ANZ/Z AAy AVsys Aoy I cor

66.0 Q04+ 0.30 025+ 041 -0.15+0.28 169+ 590 —77.7+728 0.53

35.6 —0.05+0.39 032+ 043 -0.09+0.28 -2.0+752 -913+703 0.54
7.8 010+ 0.38 007+ 0.49 -0.15+0.31 —881+ 2435 -1107 + 728 0.51
3.5 016+ 0.43 -0.01+0.53 -0.22+0.36 -1341+ 2604 -1178+ 76.0 0.57

Results using thgsd156 SSP template, fitted with th@p32 template

SN AAge/Age ANZ|Z AAy AVsys Aoy I cor

63.6 014+ 0.20 008+ 0.17 -0.08+0.19 39+ 258 -35.0+380 0.33

32.2 Q13+ 021 007+ 0.20 -0.08+0.20 16+ 446 —423+ 432 0.29
6.9 010+ 0.25 -0.01+0.22 -0.07+0.21 -24.1+ 1331 -835+67.3 0.19
3.4 007+ 0.34 -0.01+0.25 -0.04+0.34 —491 + 2046 -1049 + 744 0.17

Each row shows the results of 1000 simulations, corresponding fieaatit 3N level, for each particular stellar template. Therefore,
the errors in the derivedisets are a factov1000 smaller than the values listed in the table. The fourth column lists the unikefo
dust attenuatior, in magnitudes, while Colums 5 and 6 list the velocity and velocity dispersion jg.Kiie last column contains
correlation co#ficient betwee\Age/Age andAZ/0.02.

repeated the analysis based onlih&38 library restrict-
ing its ag¢metallicity coverage to that of theiles72
andgsd156. Only in the case of the metal-rich version

of the library was there an improvement on the accuracy i i
resolution, which strongly féected the results. A de-

and precision of the recovered parameters. However it iiod di .  th i h
never reached the values found for the two latter libraries. [@!/€d discussion of the expectedieérences when us-

Therefore, although the coverage in the /agzallicity ing different stellar templates can be found in (Galez

space has arffiect on the results of the simulations, bias- Delgado et al. 2015)', For the other I|brar|_es, the St?l'
lar age, dust attenuation, and stellar velocity properties

ing towards those libraries with lower metallicity range,
it cannot totally explain the reportedfifirences.

Finally, themar136 library had the lowest spectral
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Fig. 8. Results from the simulations. From left to right and from top to botteach panel shows the comparison between the
input luminosity-weighted age, metallicity, dust attenuation, redshift, alwtite dispersion with the values recovered by our fitting
technique. In addition, the degeneracy betwedfedint parameters is explored, showing a comparison of therelices between
the input and output values for age and metallicity, age and velocity dispemsetallicity and velocity dispersion, and age and dust
attenuation. The results are presented forgil 56 template and the simulations for A\NS-60.

were recovered well, although there was a wide range in derivation of the parameters associated with the veloc-
the accuracy and precision of the properties derived, as ity dispersion, a trend already reported by Koleva et al.
summarized in Table 1. For the SSP libraries with the (2009).

better spectral resolution, and fof\NS-50, the precision The velocity dispersion was better recovered for
was of the order o#&0.1-0.2 dex, similar to the one re-  those stellar templates with higher spectral resolution
ported by other fitting procedures (e.graruicat, Cid (e.g.,miles72), and worse for those with lower spectral

Fernandes et al. 2014). The reported uncertainties were resolution (e.g.mar136). Unexpectedly, the velocity did
slightly larger than the ones estimated for other codes, not present the same trend. There is an updated version
like Sreckmap (Ocvirk et al. 2006; 8nchez-Bhzquez of the Maraston (2005) SSP models with higher spectral
et al. 2011). Ocuvirk et al. (2006) found a typical error resolution, based on fiierent empirical and theoretical
Aage = 0.06 — 0.09 dex andAmet = 0.10 — 0.14 dex, spectral libraries (Maraston & Stmback 2011). They

for signal-to-noise ratios of 50 and 20 respectively, and cover a similar range of ages as the templates outlined

a spectral resolutio® = 1000. However, in the lat- here; however, they do not cover the same range of metal-
ter simulations the féect of the precision of the veloc- licities for the younger stellar ages. In general, they pro-
ity dispersion and the dust attenuation was not taken into duce results similar to the ones provided byithiées72
account. Using a similar codeaBchez-Bhzquez et al. andgsd156 models. Therefore, the mainftérences de-

(2011) found that there was an intrinsic uncertainty in the scribed here were introduced by the coarse spectral
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resolution of the Maraston (2005) models. When the
updateghigher-resolution version was used, we found no
significant diterences.

The age-metallicity degeneracy is weaker for the high
signal-to-noise simulations for thesd156 andmar136
libraries, slightly larger fobc138, and clearly stronger
formiles72. However, in all cases the correlation is sig-
nificant, with a probability of not being produced by a
random distribution of the data larger than a 99.99%. In
the case of thbc138 library the same reason outlined be-
fore for the larger error in the parameters recovered could

explain this small increase in the degeneracy. In the case

of miles72, the fact that this library does not include

stellar populations younger than 63 Myr could produce
that dfect, since the algorithm tries to compensate for
the absence of these young stellar populations by giving
more weight to the more metal poor ones. Finally, we no-

tice that for some templates the strength of the degener- ) g 3 "
¢ It shows the input cdécients for a particular simulated

acy decreases with increasing noise, which indicates tha
for noisy spectra the random error dominates over this
systematic bias (e.ggsd156 andmiles72). However,

for other templates, the strength is enhanced by the noise

(e.g.mar136), highlighting the &ect of a coarse spectral
resolution in the degeneracy between both parameters.

A possible source of error in the interpretation of

3.2.2 Results from the simulated SFH

The second set of simulations was created to follow
a more realistic SFH. We created threfetient sets of
simulations, each one comprising 1000 simulated spectra
with the same normalized flux at 5000 A, correspond-
ing to 100, 50 and 10 1% erg s* cm™2 A-1, respec-
tively. The velocity, velocity dispersion, and dust atten-
uation were taken into account in a similar way as in the
previous set of simulations describedi8.2.1. For this
study we show only the results using theles72 tem-
plate library, although we have repeated all the analysis
using the other libraries, with similar results.

The fitting procedure was then applied to the sim-
ulated spectra using the same steps adopted to analyze
the observational data, deriving, for each spectrum, the
different data products described§r2.3. Figure 9 il-
lustrates the result of this exercise for three particular
spectra, each one corresponding to féedent $N level.

spectrum in comparison with the output distribution. Itis
clear that both the SFH, represented by the histogram in
the bottom of each panel, was well reproduced for the dif-
ferent simulated spectra, although as expected, the input
shape was more and more diluted as tfi¢ @ecreased.
The metal enrichment pattern was well reproduced in all
of the simulations, being more accurate for the older stel-

these simulations is the fact that the same set of templates lar populations than for the younger ones. The distribu-

was used to create the simulated data and to model them.

In principle, we assumed that the grid of templates is rep-
resentative of the real stellar population of the spectra an
alyzed, but this library is likely to be incomplete. This is
not the case in our simulations, by construction. To study
the dfects of this possible incomplete representation of
the observational spectra by the template library, we cre-
ated a new set of simulated data usingdké156 library,

that was then fitted using a much reduced version of the
template library, callegysd32. This template includes

a grid of 32 SSPs, corresponding to 8 ages covering the
same range agsd156, and with the same 4 metallici-
ties. The results from this simulation are listed in Table 1,
which shows that in the case of an incomplete sampling
of the spectroscopic parameters by the model template,
these parameters are still well reconstructed, albeit with

tion of metallicities at dierent ages and ages affdrent
metallicities, represented in the figure as yellow and or-
ange solid circles, are a relatively good representation of
the input correlation between the metals dffetent ages;
thus, they are good tracers of the metal enrichment pat-
tern.

Table 2 lists, for each set of simulated spectra, their
average signal-to-noise ratio and thé&elience between
the input and the recovered values for two of the de-
rived parameters: luminosity-weighted age and metallic-
ity. The kinematics and dust attenuation values are not
listed since they did not present significanffeliences
compared to the previous simulations, due to the decou-
pling of the derivation of these properties and the deriva-
tion of the SFH, as described§r2. We note that the pre-
cision of the parameters recovered is better for this more

a lower precision (as expected). We repeated the exper- realistic SFH than for the single-burst one, described in

iment with an even more reduced set of stellar libraries,
with only 12 SSPs, with a similar result. It is important
to note that in both cases the more extreme stellar pop-
ulations from the original template were retained in the
restricted one (i.e., the oldggbungest and more metal
rich/poor). Finally, we remark that although the aver-

age parameters that characterize the stellar populations

are still well recovered, the details of the SFH and chem-
ical enrichment are lost, obviously.

§ 3.2.1, even for low N spectra.

In general, the two luminosity-weighted parameters
are recovered with a precision better, or of the order of,
0.1 dex.

3.2.3 Accuracy on the estimated errors

The two main goals of the current modification of
FIT3D with respect to previous versions, regarding the
analysis of the stellar populations are: (i) to provide a
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Fig. 9. Top-Left panel Distribution of input coéficients along the age-metallicity grid for a simulated spectrum correspotwlihg
second set of simulations, i.e, those resembling a star formation histtmyawontinuous declining star formation rate, using the
miles72 template library. For each age-metallicity pair the weight is shown as a salatesgwith size and color proportional to the
weight of the corresponding SgEne. For those SSPs with a stronger contribution, the actual fraction is indicatéop of each
square. The horizontal and vertical histograms represent thedsamdicients for a particular age and metallicity respectively.
Top-Right panel:Similar distribution corresponding to the dheients recovered for a spectrum with a signal-to-noise ratel8f0.
The yellow filled circles show the average metallicity for a given age, whilethage filled circles show the average age for a given
metallicity. Bottom-left panelSimilar distribution as shown in the previous panel but for a simulated speetith YN~50. Bottom-
right panel: Similar distribution as shown in the previous panel but for a simulated spaactith SN~10. The color figure can be

viewed online.

TABLE 2

RESULTS OF THE SIMULATIONS:

SIMULATED SFH

SN AAge/Age AZ/Z
118.0 ~0.12+0.02 001+ 0.03
59.7 -0.14+ 0.03 003+ 0.04
11.9 -0.20+0.10 008+ 0.15

reliable estimation of the star formation history and the

scribe the underlying stellar population. In this section
we explore how representative are the estimated errors of
the real uncertainties of these parameters. For this pur-
pose we used the first set of simulations, described in
§ 3.2.1, that cover a wider range of parameters, and we
compared the errors estimated by the fitting procedure
(cPAR) with the absolute dierence between the recov-
ered and the input parametersPAR), where PAR is the
parameter considered: age, metallicity, or dust attenua-
tion (Avy).

FIT3D estimates the error of each parameter based

average properties describing the stellar population, and on the individual values derived along the MC-chain of

(ii) to obtain a useful estimation of the uncertainties of

realizations described in the previous sections. The best

the derived parameters. In previous sections we have il- fitting model was derived for each MC realization, and
lustrated how well are recovered the parameters that de- therefore, the best set of parameters that describe the
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input spectrum was obtained. It is generally assumed
that the standard deviation of the values derived for each
parameter is a good representation of the real errors
(cPAR). Indeed, this is the basic assumption of any MC

ing into account the possibleffects of the imperfect
subtraction of the underlying stellar population, and
other sources of non Poissonian noise. We simulated
three diferent systems of emission lines within this

or bootstrapping procedure aimed to estimate the errors set: (i) H3 and [Ol111]14959,5007, with a flux inten-

in any analysis. However, this assumption holds only if

sity of 100, 66, and 22 186 erg st cm2 A1, respec-

the diferent parameters are independent, and if the errors tively, and covering the wavelength range 4800-5050 A,

affect equally each of them. Therefore, there is no guar-
antee thatrPAR is indeed a good representation of the
real uncertainty in the derivation of the parameter.

Figure 10 shows the distribution afPAR along
APAR, for the three parameters, and for each of the stel-
lar template libraries described before. The patterns in

in the rest-frame; (i) K, [N11]26548,6583, and
[S11146717,6731, with a flux intensity of 100, 66, 22,
25, and 25 10 erg st cm 2 A1, respectively, cover-
ing a wavelength range 6400-6900A; and (iii) the same
emission lines included in the previous simulation plus
a broad Hr component, covering the same wavelength

the comparison between the estimated and real errors arerange.

very similar for the diferent stellar templates, with most

All the emission lines, except the broad component

of the diferences due to the ranges covered in age and included in the last set, were simulated assuming the

metallicity. It seems that the errors derived by the fitting
procedure are a good trace of the reiledences between
the input and recovered values, for both the luminosity-
weighted age and metallicity, with a global underestima-
tion of the real errors by a facterd, AAge ~ 4oAge,
and Amet ~ 4omet. For those libraries with a smaller
range of age or metallicity the trend between both errors

same range of velocity dispersion used in the simu-
lations of the stellar populationsr =2.5A and 7.5A

(ov = 100- 400 knys). The velocity dispersion was then
selected randomly within this range. Therefore, while
in Case (i) the emission lines were always deblended, in
Case (ii) there were instances in which the emission lines
were deblended, but in many other cases they showed

is less obvious, as expected since the dynamical range of different levels of blending. Finally, in Case (i) the nar-

parameters is less well covered.

row emission lines presented the same degree of blending

For the dust attenuation, there is also a bias between than in Case (||), but in all the cases they were blended

the recovered and the real error, but it is not obvious
whether the estimated error is a good estimation of the
precision with which this parameter is recovered. In-

with the broad emission line. Thidfacts the accuracy
and precision of the recovered emission line properties.
For the broad component included in Case (iii) we con-

deed, in general it seems that the dust attenuation is sidered a range of velocity dispersion= 325 - 37.5 A

recovered with an average uncertainty~df.1-0.3 dex,
without a clear correspondence wittd\,. However, we
must recall that the error in the dust attenuation was not

(o = 1500- 1700 kms).
The velocity was randomly selected around
6000+ 500 kmys, for the narrow emission lines.

estimated on the basis of a MC-scheme, but corresponds 1,6 proad component was randomly redshifted by

to the value estimated from the curve. In future ver-
sions of FIT3D we will try to implement a MC-scheme
also for this critical parameter.

In summary, the basic assumption thePAR is a
good representation of the real uncertainty does not hold.
For the age and metallicity the estimated errors are a fac-
tor 4 lower than the real uncertainties, although there is a
correlation between both of them and, therefore, it is pos-
sible to derive the latter from the former ones in a simple
way (in general). However, for the dust attenuation, the
errors estimated by FIT3D are unrealiable and there is no
simple way to transform them into realistic ones.

3.3 Accuracy of the properties of the emission lines

Following a similar philosophy, we created a set
of simulations in order to derive the accuracy and
precision of the recovery of the properties of the
emission lines. The first set of simulations was cre-
ated assuming purely Poissonian noise, and without tak-

200 kmy's from this velocity, which is a typical situation

in the case of broad components generated by either
outflows or type one AGNs. The emission line spectra
were sampled with a pixel scale of Z#x, similar

to the one provided by the CALIFA V500 data set.
The results can be extrapolated to other instrumental
configurations taking into account the ratio between the
velocity dispersion and the size of the sampling pixel.
The dfect of the instrumental configuration has not been
taken into account. Itféects mostly the recovering of
the physical velocity dispersion, which is a quadratic
subtraction of the instrumental one from the measured
dispersion. Therefore, it basically depends on this later
parameter, although not in a linear way.

Figure 11 shows the comparison between the recov-
ered and the simulated parameters for three sets of simu-
lated emission lines, as a function of the signal-to-noise
ratio of the emission lines. The/$ was estimated as
the ratio between the peak intensity of the emission line
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eters derived for the stellar populations, luminosity-weigige

(top panels), metallicity (middle panels), and dust attenuation (bottom paalkeisg with the absolute fierence between the output
and input parameter for the first set of simulations describg€Bi2.1. Each panel, from left to right, corresponds tofeedent stellar
template library considered in the simulations. For each panel the comtmuespond to the density of points, with the first contour
encircling 95% of the points, and each consecutive contour encircligfé@ver points. The color figure can be viewed online.

and the noise level included in the simulated spectrum.
As expected, there is a clear dependence witth or
S/N<10), with the worst recovered parameters corre-
sponding to the lower/8l emission lines. For large/[S
values £20) there is almost no dependence of the uncer-
tainty with the $N. There is also a clear filerence be-
tween the three sets of simulations, with the better preci-
sion corresponding to Case (i), and the worst to Case (iii).
This is not an #&ect of the signal-to-noise, since in Case
(i) and Case (ii) all the emission lines have the same inte-
grated fluxes and a similar flux density per spectral pixel
for a fixed dispersion.

A summary of these results is included in Table 3. For
each set of simulated emission lines, it lists the mean and
standard deviation of the relativefiirence between the

recovered and simulated parameters fdfedent ranges

of signal-to-noise ratio. The program is able to recover
the intensity of the emission lines with a precision bet-
ter than~10% for weak emission lines (S~3-10), in

all the cases. The precision becomes wor20)%, for
emission lines swimming in the noise, although the ac-
curacy is equally good. However, at this loyiNSvalues

the systematicféects (in the subtraction of the underly-
ing stellar population and other sources of non Poissonian
noise not considered in this simulation) will dominate,
and therefore this precision should be considered as an
upper limit. It is interesting to notice that although the
precision increases towards higher signal-to-noisegatio
it never gets better than3%, at least for the highest
S/N ratios explored in this simulations. We consider that
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this threshold is related to the fact that we fit together cating that the velocity derived using emission lines can
the intensity, velocity, and velocity dispersion, and thei  be recovered with a precision as good as a few per cent

derivation is somehow correlated. Therefore, tiiid &f of the velocity dispersion of the emission lines (typically
the integrated flux alone may not be a good parameter to 10%).
characterize how well the emission lines are detected. As already noted, the precision of the emission line

The velocity and velocity dispersion are also well re- parameters recovered idiirent for each set of simula-
covered. In the case of the velocity dispersion it has a tions, being, in general, worst for the simulations with
precision similar to that of the emission line intensity; it blended emission lines. The degradation of the preci-
is recovered with a precision better than 10% in almost sion could be as bad as two times the precision when the
all the simulated spectra. The best precision for this emission lines are not blended.
parameter is£2%, even for high 8N spectra. Finally,
the velocity is recovered with a very high precisier1,0
times better than the other two parameters. The preci-
sion ranges from:12-54 knfs at the average redshift of
the simulated spectra. This precision is between two and As indicated before, the precision in the estimation
ten times better than the simulated velocity dispersion. of one of the parameters mayfect the accuracy with
These simulations confirm a widely accepted result indi- which others are recovered. In particular, the velocity

3.3.1 Interdependence of the accuracy between
parameters
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TABLE 3

RESULTS OF THE SIMULATIONS:
EMISSION LINES

Results for the [QII]+HB emission lines

SIN AFlux/Flux Aoy/oy 10AVgyg/Vsys®
<3 0.01+0.15 000+ 0.11 000+0.06
3-10 000 0.05 000+ 0.04 000+0.03
10-100 Q01+004 -0.01+0.02 000+0.02
>100 -0.01+0.03 -001+002 000+0.02

Results for the [NI]+Ha emission lines

SN AFlux/Flux Aoy/ory 10AVsydVsys
<3 -0.02+ 024 001+0.14 000+0.09
3-10 -0.02+0.08 001+005 000+0.04
10-100 -0.03+0.07 000+0.04 000+0.03
>100 -0.03+0.05 -0.01+0.04 000+0.03

Results for the [NI]+Ha+Ha, broad emission lines

SN AFlux/Flux Aoy/ory 10AVsydVsys
<3 -0.01+£0.17 000+0.09 000+0.08
3-10 -0.01+010 000+006 000+0.08
10-100 -0.01+0.09 000+0.05 000+0.07
>100 -0.01+0.07 000+0.04 Q00+0.05

*Avgysis multiplied by ten to show it in the same scale as the
other two parameters.

dispersion couldféect the recovered flux intensity, since
this parameter is an integral that depends on the former
one. Figure 12 shows the relative accuracy of the re-
covered flux intensity as a function of the accuracy of the
recovered velocity dispersion for the three sets of simula-
tions described before. In all three cases the distribation
show a cloud of points with a dispersion of the order of
+0.1Apar/ par. However, it is clear that the distribution is
broader and more roundish for the simulations including
blended emission lines than for the simulations includ-
ing only well resolved emission lines (left panel). This
is a consequence of the larger erfmraccuracies in the
derivation of both the flux intensity and the velocity dis-
persion for the blended emission lines, as showh3rB3.
In this analysis we used all the simulations described be-
fore irrespectively of the Bl. We repeated the analysis
for different 3N ranges without significant fierences.
Only for the very low #N (<10) regime we found a
broadening of the distribution, but the main trends held.
There is a clear trend between both relative dif-
ferences, stronger for the simulations with unblended
emission lines, with a correlation ddieientr =0.41
(p > 99.99% of not being produced by a random distri-

bution of the data). This indicates that the bias introduced
in the estimation of the flux intensity by the inaccuracy in
the derivation of the emission lines is stronger for clearly
blended emission lines. However it is not a dominant
factor in the error budget, for the signal-to-noise range of
our simulations.

3.3.2 Accuracy of the estimated errors for the emission
lines

As in the analysis of the stellar population, it is im-
portant to determine whether the estimated errors are rep-
resentative of the real ones. Following the previous anal-
ysis, we compare for each emission line in each of the
three simulated datasets the estimated error with the real
ones, i.e., the absoluteftirence between the value re-
covered and the simulated (input) one. Figure 13 shows
the results of this comparison.

As shown in previous sections, the real error in the
derivation of the parameters is, in general, larger for
the simulations including blended emission lines than in
those including only un-blended ones. For the flux in-
tensity, the estimated errors seem to be a good represen-
tation of the real ones faeal errors larger than4-5%.

For errors smaller than this value the program seems to
overestimate the errors, and derives a minimum value of
~5%, regardless of the realftrence between the input
and output parameters. However, since in most simula-
tions the emission intensities cannot be recovered with a
precision better than a few percent, this lower limit seems
still reasonable.

For the velocity dispersion the estimated errors seem
to be of the same order of the real ones, at least for the
simulations that did not include broad emission lines. In
general, the errors seem to be slightly overestimated, with
a similar trend towards a minimum value of the error of
around~5%. For the simulations including broad emis-
sion lines the estimation of the error shows a wide scatter,
with a clear underestimation of the error in many cases. A
detailed investigation shows that the larger variations in
the estimation of the error correspond to the broad emis-
sion line component included in this simulation. It is in-
teresting to note that, in any case, the dispersion seems to
be well recovered (see Figure 11), but for broad emission
lines the program tends to underestimate the errors.

Finally, the estimated errors for the velocities are an
order of magnitude lower than the errors derived for the
other two parameters. They are just slightly overesti-
mated compared to the reakidgirence between the input
and recovered velocities, being in general a good repre-
sentation of the real errors. As in previous cases, the es-
timated errors are more accurate for the simulations in-
cluding only narrow emission lines.
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3.4. Simulations using real data

So far we have estimated the accuracy and precision
of the parameters using simulations that only take into
account the Poissonian noise. To investigate further the
precision in the derivation of the parameters we need to
take into account all the fferent sources of error that are
included in real data.

For these particular simulations we used the data
sets provided by the CALIFA survey. In particular, we
adopted the V500 data cube corresponding to NGC 2916,
an Sbc galaxy at ~0.01244, which is an average galaxy
in this survey. This data cube includes<#2 individual
spectra, of which-2500 contain data and the rest are out-
side of the original hexagonal pattern of the instrument.
We note that the simulations do not depend on the partic-

vide all the data products regarding the stellar population

and the emission lines described in previous sections. In

this particular analysis we adopted the results derived us-

ing thegsd156 stellar library template.

The resulting star formation history, stellar kinemat-
ics, stellar dust attenuation, and the corresponding data
products of the emission lines (intensity, velocity, and ve
locity dispersion) can be used as input parameters for a
simulation with more realistic parameters. For each spa-
tial bin we created a spectrum with a model stellar con-
tinuum and a model set of emission lines, using as input
the output of the fit over the real data. Then, we renor-
malized the flux in each individual spaxel within each bin
following the relative contribution of the flux to the bin
by this spaxel in the original data. In this way we ob-

ular galaxy selected. We used this one because it presentst@ined a realistic model data cube with the same spatial

both strong and weak emission lines within the FoV of
the data cube, thus covering a wide range of signal-to-
noise ratios.

The simulations were created using as input the re-

sults from the fitting using ®e3D on this particular
dataset. The analysis withilB3D will be detailed in

distribution of the stellar population and ionized gas as
the real data.

Then, we used the residuals from the fitting process
over the observed data cube to generate a realistic distri-
bution of the noise, which includes not only the Poisson-
ian noise, but also any other source of error. To do so,

forthcoming articles of this series, although some exam- we used the residual data cube obtained from the analy-
ples of the data products have been already presentedsis with FIT3D, and, for each spaxel at each wavelength,
(Sanchez et al. 2013). For the purpose of this study we we co-added a random value within a range plus-minus
should know that the pipeline performed a spatial binning the median of the absolute value of the noise distribution

over the data cube, aggregating adjacent spaxels based orwithin a box of £3”. In this way we respected the am-

their difference in relative intensity (at a reference wave-
length); it provided final row-stacked spectra (RSS) com-
prising ~500-1000 individual spectra with an increased
signal-to-noise (in the continuum) with respect to the in-
dividual spaxels. Finally, each of the individual spectra
was analyzed using the current version of FIT3D to pro-

plitude of the real noise at each wavelength and at each
position within the data cube, excluding the peaks in the

noise distribution (like the ones produced by cosmic-rays
or inaccuracies in the sky subtraction). We should clarify

that this derivation of the noise does not follow either a

Gaussian or a square distribution.
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and the simulated value of this parameter for the corresponding emisstoirtineach panel the contours correspond to the density of
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line in each panel corresponds to the one-to-one relation. The coloe fign be viewed online.

We then applied the same spatial segmentation to ex- cover both the properties of the stellar population and
tract the RSS-spectra at the same spatial locations as inemission lines. We adopted the same stellar popula-
the case of the original data cube. After that, we pro- tion library for the analysis, for a better comparison be-
cessed the spectra using the same fitting routines to re- tween the input and output parameters. We analyzed four



© Copyright 2016: Instituto de Astronomia, Universidad Nacional Auténoma de México

46 SANCHEZ ET AL.

TABLE 4
RESULTS OF THE SIMULATIONS: SIMULATED NGC 2916 DATA CUBE
S/N  AAge/Age AZ/Z AA! Avsyd Aot oo
47.9 Q00+0.11 Q00+0.12 001+0.08 -108+407 27+73 0.47
19.5 -006+0.26 -001+0.14 007+028 -57.3+1447 46+7.8 0.08
11.8 -0.09+0.37 -004+014 014+048 -574+1661 66+33 0.35
54 -031+038 -003+011 066+058 -1860+2185 74+74 0.26

sets of emission lines, with coupled kinematics, as de- by this degeneracy. The strength of this degeneracy is
scribed in§ 2.4. Those emission lines were analyzed in parametrized by the correlation dheient between the
four wavelength ranges: (1) [[}A3727 (3700-3750A); two parameters, listed in Table 4. The trend is weak, and
(2) HB and [O111]14959,5007 (4800-5050A); (3)dHand affects relatively more the metallicity than the age. This
[N 117126548,6583 (6680-6770); and (4)1$16717,6731. is expected since the relative error in the derivation of age
Altogether, they comprised more than 5000 individual is always smaller than the error in the derivation of metal-
emission lines, with dferent line intensities, in a wide licity. As expected, this degeneracy, a systemaliea,
range of wavelengths. Therefore, they weffeeted in a is enhanced by the/S of the data. Theféect is stronger
different way by the imperfect subtraction of the under- for the more metal poor stellar populations, since tfie o
lying stellar population and the wavelength dependence set range is0.5 Z/Z0o, i.e.,AZ =+0.01. For the metal-
depth of the data. All the emission lines considered here rich population the #ect is marginal, but for the stellar
were deblended at the spectral resolution of the V500 populations with sub-solar abundances it could bias the
CALIFA data, however, some of them could b@eated result by a factor of 2 or more.
by the Wlng of the adjacent emission lines, in particular We note here that the degeneracy and the rangﬁ‘.of 0
the doublet [S1]16717,6731. sets between the input and output parameters are larger
than the values reported in previous studies (e.g. Ocvirk
3.4.1 Accuracy of the properties recovered for the et al. 2006; @nchez-Bhzquez et al. 2011), as we indi-
stellar populations cated before, but they are of same order as the ones re-

Figure 14 shows the results of comparing the data Ported by more recent simulations (e.g. Cid Fernandes
products derived for the stellar populations as a function €t al. 2014). Maybe the reason for this disagreement is
of the corresponding inpisimulated values, for spectra  that, although in the previous cases a full SFH and rea-
with /N higher than 20. As in the case of Figure 8, sonable chemical enrichment processes were considered,
it demonstrates that there is a good correspondence be-they did not explore a wide range of possible uncertain-
tween the input and the recovered parameters, with a ties in the dust attenuation and the velocity dispersion.
clear one-to-one correlation in all cases. A more quan- They do show a hint of itsféect though (e.g., Figure B3
titative comparison is included in Table 4, which shows ©0f Sanchez-Bhzquez et al. 2011).
the average Bl and the diference between the input and Figure 15 shows a comparison between the input and
the recovered values, forftérent ranges of/8l. Despite output codicients of the decomposition of the stellar
the diferent procedure adopted, the results are very sim- population with thegsd156 template library for the spec-
ilar to the ones shown in Tables 1 and 2. For spectra with tra extracted using &5diameter aperture on the real and
a 9N higher than~20, most parameters were recovered simulated CALIFA data cube. Both distributions have a
with a precision 0f10%. In the case of the velocity the  very similar pattern, with the oldest stellar population be
precision is an order of magnitude better. It is interest- ing metal-poor (sub-solar metallicity), and a rapid chem-
ing to note that the velocity was recovered with a better ical enrichment in the early epochs of the Universe. The
precision when using a more realistic SFH than a purely star formation history presents several bursts, with most
simulated one. of the stars formed in the first 1-2 Gyr of the Universe.

As in the previous cases, we explored the possible This pattern is very similar to the one described igye2
effect of the age-metallicity degeneracy in these more re- et al. (2013). The younger stellar populatiord (Gyr)
alistic simulations. The last panel of Figure 14 shows are more metal-poor, which could be interpreted as a re-

a comparison of theftset between the output and input
ages, and theftset between the output and input metal-
licities of the stellar populations. There is a weak trend
between the twofisets, in the expected direction induced

sult of infall of more pristine gas into the inner regions,
thus, explaining the remanent star formation events in the
very center of this galaxy. However, it could well be that
these low intensity cdicients are just a product of the
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Fig. 14. Results from the simulations based on the CALIFA V500 data cUN&E 2916. Each panel shows, from left to right and
from top to bottom, the comparison between the input luminosity-weightednagllicity, dust attenuation, redshift, and velocity
dispersion with the values recovered by our fitting technique. The reselBesented for thgsd156 template. The final bottom right
panelillustrates the degeneracy between the recovered age and metshimiting a comparison between the input-outpfiedénces
for both parameters.

noise. In any case, the code is able to recreate realistic the derivation of the dierent parameters is slightly lower
SFHs and chemical enrichment patterns, whatever their for this simulation, which is more realistic in terms of the
nature. signal-to-noise ratio and the propagation of the imper-
fect subtraction of the underlying stellar population and
other sources of non-Poissonian noise. For the well de-
. . tected emission lines/S>10, the flux intensity is recov-
Figure 17 sho_ws the res_ults of the comparison be- ered within 10-15%, the velocity dispersion is recovered
tween the properties of the simulated emission lines and within +10 knys, and the velocity is recovered within 30-

g]zl_\l/gkszorg?\;eredbfofr th’\? G%rgglfg'ox based on t_the 40 knys. The precision decreases for the emission lines
ata cube for - AMore quanti- = gatacted with low BN (< 10), and the results are unreli-

tive summary is p.re.sented in Tgble 4, where the average .o for barely detected emission lines.
and standard deviation of thefidirences between the in-
put and output values of theftBrent parameters are pre-
sented for dferent ranges of the signal-to-noise ratio of 4. COMPARISON WITH OTHER FITTING

the emission lines. Being a realistic simulation based on a ROUTINES

galaxy with mild emission lines, the dynamical range for As indicated in previous sections, FIT3D is obviously

the signal-to-noise ratio is smaller than in the case of the not the first package developed with the aim of recover-
simulations presented §3.3. The results are consistent  ing the properties of the stellar population from optical

in general. As expected, the accuracy and precision of spectra of galaxies. So far, we have illustrated how well

3.4.2 Accuracy of the properties recovered for emission
lines
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Fig. 15. Top panel Distribution of codficients along the age-
metallicity grid derived from the analysis using FIT3D of the
central 3 diameter aperture spectrum extracted from the CAL-
IFA V500 data cube of NGC 2916, used as inputfiognts

in the simulated spectra described in the teRbttom panel:
Similar distribution corresponding to the recoveredffioents

for the simulated spectrum, resulting from the fitting procedure.
All the symbols are similar to those described in Figure 9.

it recovers the main parameters that define the stellar pop-
ulations, based on fierent kinds of simulations. In this
section we explore how the recovered parameters com-
pare to similar ones derived using other fitting tools.

We require a set of spectra with enougiNSn the
continuum to minimize thefeects of noise in the com-
parison. Therefore, we selected the central spectra ex-
tracted from the 448 CALIFA galaxies observed using
the V500 setup up to September 2014, co-adding the
spaxels within a diameter of’5around the peak inten-
sity in theV-band. All those spectra have ANS-50 per
spectral pixel, as shown ina8chez et al. (2012b). The
wide range of galaxy masses and morphologies covered
by CALIFA guarantees that with those spectra we ex-
plore a wide range of stellar populations. We analyzed

TABLE 5

RESULTS OF THE SIMULATIONS:
EMISSION LINES IN THE NGC 2916 DATA CUBE

SIN  AFlux/Flux Aot Avgyd

30.0 -0.01+0.10 03+117 99+ 406
10.0 -0.05+016 -08=+117 115+ 326
55 -010+0.32 -38+152 6.1+801
2.3 -0.15+0.45 09+ 207 -0.1+998

IKinematic parameters are given in Jan

them with FIT3D, using thgsd156 template library, and
the procedures described in the previous sections.

Using the same data set and the same library we ap-
plied, in addition to FIT3D, (iytaruicat (Cid Fernandes
et al. 2005), following the prescriptions of Cid Fernandes
et al. (2013), (ii) Seckmap (Ocvirk et al. 2006), follow-
ing the prescriptions of &chez-Bhzquez et al. (2011),
Sanchez-Bhzquez et al. (2014a), andushez-Bhzquez
et al. (2014b), and (iii) the analysis based on the study
of the absorption line indices described iarghez et al.
(2007b) and 8nchez et al. (2011). In summary, after sub-
tracting the emission lines, we derive for each spectrum
a set of stellar indices (¢ HB, Mgb, Fe5270, Fe5335,
and D4000), and we estimate the ages and metallicities
based on a comparison with the expected values for each
pair of indices with the corresponding ones for the same
stellar template, using theopeL program (Cardiel et al.
2003). It is beyond the scope of this article to describe
in detail the diferent codes. However, we should note
that they rely on very dierent assumptions and inver-
sion algorithms. In essence@arLiGHT iS more similar to
FIT3D since it does a pseudo-random exploration of the
parameter space based on a Markov chain method. How-
ever, as indicated before FIT3D does not use a Markov
chain, but performs a MC realization process and a lin-
ear inversion to derive the weights of the stellar decom-
position. Neither of these two codes makes anri-
ori assumption on the shape of the star-formation his-
tory. On the contrary, fckmap performs a derivation
of the star formation history using a peak-to-peak fitting
algorithm (Ocvirk et al. 2006), that allows to introduce
a Bayesian prior on the shape of the star formation his-
tory (e.g. @inchez-Bhzquez et al. 2014a). Finally, the
analysis of the stellar indices presents larger uncertain-
ties for a similar @\ level, as demonstrated bySchez-
Blazquez et al. (2011). However, it is the method that
requires fewer assumptions and computationally it is the
simplest: It is a derivation, not a fitting, and performs a
comparison with a single SSP model, not with a com-
bination of them. An additional ffierence is that both
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the indices and fsckmapr do not take into account the
effects of dust attenuation, since they remove the contin-
uum (which may have additional advantages if the spec-
trophotometric calibration has problems of any kind). In
the case of the line indices any dust attenuatifiacts

the age and metallicity derivation, sinaepriori it is as-
sumed that it mayféect D4000. Despite all thesefTr-
ences, the main aim of theftérent methods is to provide
with a realistic estimation of the parameters that define
the properties of the stellar population.

Figure 16 Iillustrates the results of this com-
parison. It shows the derived luminosity-weighted
ages and metallicities for the ftBrent spectra as
obtained by FIT3D, staruigat, Sreckmap, and the
analysis of the stellar indices. The correspon-
dence between the luminosity-weighted ages is
very good:  staruiGHT (Aage= —0.06+0.15 dex),
Sreckmap (Aage=0.03:0.22 dex), and stellar indices
(Aage=0.06+0.15 dex). However, the distribution is
compatible with a one-to-one relation taking into ac-
count the estimated errors only for the comparison with
STARLIGHT, With ay?/v =1.14. The largest discrepancies
correspond to the spectra with the youngest stellar popu-
lations, in particular for S&ckmap. These populations are
also the ones that present the strongest dust attenuations
and maybe this is the reason for the discrepancy. In

more detail, the agreement between the ages seems to

be better withstarLicaT than with Seckmap, which
presents a systematicfidirence towards younger stellar
populations campared with FIT3D.

The agreement between the metallicities is clearly
better for starLicaTr (Amet = —0.03:0.10 dex), than
for the other two methods,t&kmapr (Amet=0.03£0.22
dex), and stellar indicesAtmet =0.10£0.27 dex), when
compared with FIT3D. Indeed, the distribution is com-
patible with a one-to-one relation taking into account the
estimated errors only for the comparison withrLiGHT,
with a y?/v =1.08. In particular this happens in the
range of more metal rich stellar populations, for which
Steckmap collapses the values towards the highest metal-
licities in the SSP libraries. This may reflect the simi-
larities in the procedure between FIT3D andrLiGHT,
and the diferences between both of them an@&mar.

In the case of the stellar indices the agreement is better
for the range of more metal rich stellar populations, for
which the absorptions sensible to the metallicity are more
prominent.

As a sanity check we perform the same compari-
son for the values derived between bethrLigaT and
Sreckmap, and we find similar results. The disper-
sion in the diferences between the parameters derived is
Aage=0.10+0.26 dex, and\met= —0.10+0.14 dex, re-
spectively, confirming the trend described when compar-

ing both procedures with FIT3D. Curiously, the values
derived with FIT3D seem to correspond somehow to the
averaggntermediate values derived by both methods. If
the discrepancies were dominated by systemdtects

or by differences between the three methods, this should
not be the case (appart from thieet in the metallicity
when comparing with fickmar). For the stellar indices
we found that the dierences in ages and metallicities
correlated with dust attenuation, a clear indication that
this method tries to compensate thEeets of dust by as-
suming an older and more metal-rich stellar population.

4.1 Comparison of the stellar velocity dispersion

FIT3D provides the main parameters of the stellar
populations, including the stellar kinematics. In general
the stellar velocity is very well recovered by most of the
stellar population analysis procedures with a good accu-
racy and precision. However, the stellar velocity dis-
persion is not recovered equally well, mostly due to the
degeneracy between velocity dispersion and metallicity
(e.g. inchez-Bhzquez et al. 2011).

Itis widely accepted that one of the best procedures to
analyze the stellar kinematicsBXF (Cappellari & Em-
sellem 2004b). This routine allows to recover with high
accuracy the line-of-sight velocity distribution (LOSVD)
from absorption line spectra, permitting to model it not
only with a simple Gaussian, characterized by its veloc-
ity and velocity dispersion, but with more complex pro-
files for the LOSVD, including asymmetries described by
Hermite functions andr multiple Gaussian-like velocity
components. This is the reason wiBXF is widely used
in stellar population analyses, although additional tools
are needed to derive other main properties of those stel-
lar populations (e.g. &chez-Bhzquez et al. 2014a,b).
The current capabilities ofPXF regarding the analysis
of stellar kinematics are far beyond the procedures im-
plemented in the improved version of FIT3D. However, it
is worth comparing the derived parameters, in particular
the stellar velocity dispersion, to illustrate the premisi
of our current estimations.

Figure 18 shows the comparison between the stel-
lar velocity dispersion derived using FIT3D and the one
derived usingePXF for the set of spectra described in
§ 4. There is a very good agreement between the estima-
tions done by both proceduresd = —9.8+36.7 kms),
with a difference compatible with the expected precision
for the given spectral resolutiolR(=850, Sanchez et al.
2012b). Therefore, despite the fact that the current ver-
sion of FIT3D is not optimized for the analysis of the
kinematic properties of stellar populations, it providas a
accurate estimation of the stellar velocity dispersion.

In summary, we can conclude that the parameters of
the stellar populations derived with FIT3D are consistent
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Fig. 18. Comparison between the stellar velocity dispersion de-
rived for 448 central spectra extracted from the CALIFA V500
data cubes analyzed using FIT3D asf@FX. The inset box
shows the normalized histograms of th&eliences between the
two velocity dispersion measurements.

with those derived by other algorithms, with thefer-
ence that the new algorithm provides a reliable estimation
of the errors of those parameters.

5. SUMMARY AND CONCLUSIONS

In this article we present a new version of FIT3D,
a package developed to analyze the optical spectra of
galaxies, in order to derive the main properties of their
stellar population and the ionized gas. FIT3D imple-
ments a new MC iteration method that provides not only
the numerical values of the parameters, but also an es-
timation of their errors. In this regard the procedure is
a substantial modification of the previous version of the
package.

The main results of this study are the following:

e The fitting routine was confronted with simulations
that demonstrate its ability to recover the properties
of the underlying stellar population and the emis-
sion lines. We found that the algorithm is able to
recover the luminosity-weighted ages and metallic-
ities with a precision ok0.2 dex for spectra with a
SN per pixel better thar’50, for most of the stellar
templates analyzed in the simulations. We found
systematic dierencefffsets in the recovered pa-
rameters. However, they were sub-dominant for

the individual realizations, and only significant in a
statistical way. We recovered the well known age -
metallicity - dust attenuation degeneracies. In gen-
eral, the degeneracies were of the order of the preci-
sion of the parameters recovered. The use fhédi

ent templates with dierent spectral resolutions and
coverage of the parameter spadieeted the accu-
racy and precision of the recovered parameters in
a similar way as a decrease of thi&\Sin this re-
gard, it is recommended to usel hocsimulations

in order to determine which stellar templates are op-
timal for each particular data set. In general we can-
not recover the luminosity-weighted age, metallic-
ity, and dust attenuation with a precision better than
~0.1 dex, even for the highest signal-to-noise.

The algorithm is not tuned to derive accuyptecise
stellar kinematics. However, it provides a good
estimation of the stellar velocity and velocity dis-
persion, which, at a typical spectral resolution of
R ~1000, is never better tha®5 knys, for the high-

est 3N explored. The currently implemented ap-
proach to derive the kinematics introduces a system-
atic dfect in the profile of the subtracted absorption
lines. This translates into an unrealistic emission
that is at most of the order of EW(H~0.4A, far
below the typical detection limit for most of spec-
troscopic surveys (e.g., Gomes et al., in prep., Pa-
paderos et al. 2013).

The program is able to recover the star formation
and chemical enrichment histories for the galax-
ies when the signal-to-noise ratio per pixel is large
enough (8\N>50). The precision of the recovered

ages and metallicities is better when the SFH in-
cludes correlations between the distribution of the
stellar populations than in the case of a simple dis-
tortion of a single burst of fixed age and metallicity.

The simulations indicate that the nominal errors de-
rived by FIT3D for the parameters that characterize
the stellar populations are a factor of four smaller
than the estimated errors derived from the compari-
son of the input and estimated values for the stellar
ages, metallicities, and dust attenuation.

e A detailed set of simulations allowed us to deter-

mine the ability of the algorithm to recover the
intensity, velocity dispersion, and velocity of the
emission lines in three main cases: isolated lines,
blended lines, and blended lines with an underlying
broad emission line component. In general, it was
possible to estimate the parameters with a precision
of 0.05-0.10 dex for & above 3. As expected, the
precision of the derived parameters was worse for
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the more blended emission lines and for the lower
SIN.

e A more realistic set of simulations was created
based on real spectra of a typical galaxy extracted
from the CALIFA survey data cubes, by using as in-
put for the simulations the output of the analysis of
this galaxy, based on the same algorithm, and per-
turbed by a realistic realization of the noise, based
on the residuals of the analysis described. These
simulations confirmed that the properties of the stel-
lar populations can be recovered with a precision of
the order of~0.1 dex only for @N~50.

e The stellar parameters derived using FIT3D were
compared with similar ones derived using widely
used fitting routines, likatarLicar and SEeckmap,
and with those derived using classical stellar in-
dices, for a set of high/8l spectra extracted from
the CALIFA data cubes. This comparison showed
that the parameters derived by FIT3D were com-
patible with those derived using the other tools.
In particular, there was a very good agreement in
the luminosity-weighted ages for the three cases,
with a typical diference 0f~0.15-0.22 dex. The
agreement was slightly worse for the luminosity-
weighted metallicities in the case ofi&skmar and
the stellar indices, being better for the case of
STARLIGHT, With a typical diference o&0.1 dex.

In summary, we demonstrated that the new algorithm
implemented in FIT3D is able to recover the main prop-
erties of the stellar populations and emission lines for
moderate resolution spectra of galaxies. The tool is fully
prepared to analyze IFS data, and, in particular, it is
well suited for the analysis of IFU data from the major
on-going surveys, like CALIFA (8nchez et al. 2012b),
MaNGA (Bundy et al. 2015), and SAMI (Croom et al.
2012). In forthcoming articles we will present a practi-
cal implementation to analyze spatially resolved spectro-
scopic data and a study of the possible uncertainties.
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