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ABSTRACT

This paper presents spectroscopic orbits of three binaries, HD 121212,
HD 148434 and HD 148912, with evolved primaries and periods of order a year,
found in a survey of late-type stars listed in the Supplement to the Yale Bright
Star Catalog. All the orbits were determined from observations made with the
DAO 1.2-m telescope and coudé spectrograph. Observations were obtained using
the radial velocity spectrometer until it was decommissioned in 2004, and since
then using a CCD detector and cross-correlating the spectra with those of standard
stars.

RESUMEN

Se presentan las órbitas espectroscópicas de tres binarias (HD 121212,
HD 148434 y HD 148912) con primarias evolucionadas y peŕıodos de cerca de un
año, encontradas en el relevamiento de estrellas tard́ıas listado en el suplemento al
Yale Bright Star Catalog. Las órbitas se determinaron a partir de observaciones
hechas en el telescopio de 1.2 m del DAO con el espectrógrafo coudé. Las obser-
vaciones se obtuvieron con el espectrómetro para velocidades radiales antes de su
cancelación en 2004, y a partir de entonces con un detector CCD y mediante la
correlación cruzada de los espectros con estrellas estándar.

Key Words: binaries:spectroscopic

1. INTRODUCTION

About thirty years ago the author began a pro-
gram of observations of the radial velocities of late-
type stars in the Supplement to the Yale Bright Star
Catalog (Hoffleit et al. 1983), for which no radial
velocity was listed in that publication. That pro-
gram makes use of the coudé spectrograph of the
Dominion Astrophysical Observatory’s 1.22-m tele-
scope, at a dispersion of 0.24 nm mm−1. The three
binaries whose orbits are presented here are among
the first to be discovered in this program, in part
due to their relatively short periods and consequent
rapid changes in radial velocity.

2. BACKGROUND INFORMATION

2.1. HD 121212

HD 121212 (HIP 67803, CW CVn, α =
13h52m13s, δ = 33◦47′12′′ [2000]) is to be found in

1University of Victoria, BC, Canada.
2Guest worker, Dominion Astrophysical Observatory,

Herzberg Institute of Astrophysics, National Research Coun-
cil of Canada.

the eastern part of Canes Venatici, following α CVn
by almost exactly an hour at a closely similar dec-
lination. Its BV magnitude and colour were deter-
mined by Hipparcos and are listed in the Tycho-2
catalogue (Hog et al. 2000) as V = 6.97, B−V =
1.49, consistent with its MK type, K5 III.

The Gaia (2018) parallax of HD 121212 is π =
2.31 ± 0.05 mas, which yields Mv = −1.21 ± 0.28,
in good agreement with its classification as a late K
giant. Gaia also measured its proper motion compo-
nents, which are −41.79 mas yr−1 in right ascension
and −3.17 mas yr−1 in declination. Together with
the parallax these yield the velocity of 71.5 km s−1

perpendicular to the line of sight.

HD 121212 was found by Hipparcos (ESA 1997)
to be a semiregular variable star of type SRD. How-
ever, its amplitude is 0m.25, much larger than that
of most variables of that type (Adelman 2000). Over
the years it did seem to the author to vary in bright-
ness to a modest extent, but this seemed to be un-
correlated with the variation in radial velocity.
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132 SCARFE

TABLE 1

STANDARD STARS USED FOR CROSS-CORRELATION

Standard Spectral R.V. Binaries

Star Type km s−1 HD 121212 HD 148434 HD 148912

α Ari K2 III 14.49± 0.03 x x

α Boo K2 III −5.30± 0.03 x x

α Cas K0 II-III −4.25± 0.03 x x

α Hya K3 III −4.40± 0.06 x x

α Tau K5 III 54.26± 0.04 x x

β Gem K0 III 3.28± 0.02 x x

β Oph K2 III −12.20± 0.02 x x

δ Oph M1 III −19.40± 0.07 x x

µ Psc K4 III 34.45± 0.05 x x

16 Vir K0 III 36.52± 0.04 x x

35 Peg K0 III 54.36± 0.03 x x

HR 3145 K2 III 71.71± 0.08 x x

2.2. HD 148434

HD 148434 (HIP 80528, α = 16h26m22s, δ =
40◦48′34′′ [2000]) is located in the northern part of
the constellation of Hercules, a little to the south of
σ Her. Its BV magnitude and colour were found by
Hipparcos (Hog et al. 2000) to be V = 6.91, B−V =
1.11, in agreement with its spectral type of K0 III.

The Gaia (2018) parallax of HD 148434 is π =
7.31± 0.03 mas, which yields Mv = 1.23± 0.01, sup-
porting its classification as a giant. Gaia also mea-
sured the proper motion of HD 148434, obtaining
µα = 21.368 ± 0.033 mas yr−1, µδ = −53.462 ±

0.035 mas yr−1. With the parallax these yield a tan-
gential velocity of 36.2 km s−1.

2.3. HD 148912

HD 148912 (HIP 80907, α = 16h31m21s, δ =
1◦18′32′′ [2000]) lies in the constellation of Ophi-
uchus, but close to its boundaries with both Hercules
and Serpens, and near the bright star λ Oph. Its BV
magnitude and colour are V = 6.78, B−V = 1.39 and
its MK type is K2-3 III.

The Gaia (2018) parallax of HD 148912 is π =
2.51 ± 0.11 mas, which yields Mv = −1.22 ± 0.10,
consistent with its status as a late-K giant. The
proper motion components, also measured by Gaia,
are µα = −17.119 ± 0.202 mas yr−1, µδ = 22.117 ±
0.138 mas yr−1. The tangential velocity determined
from these and the parallax is 52.8 km s−1.

3. OBSERVATIONS

Initially the radial velocities were determined at
the telescope with the radial-velocity spectrometer
(RVS) (Fletcher et al. 1982). Numerous observations

of IAU standard stars have been used to adjust the
zero-point of the RVS system to the scale defined by
Scarfe (2010). Since 2004, when the spectrometer
was decommissioned, observations have been made
through the same spectrograph optics, but using a
CCD as detector, and reduced with a ‘pipeline’ pro-
gram developed by D. Bohlender. Radial velocities
were determined by averaging the results from cross-
correlation with standard stars. The choice of stan-
dard stars for each binary is based on the precision of
the cross-correlation, which in turn depends on the
match in spectral type between the binary and the
standards. The standards for each binary discussed
here are listed in Table 1, where the velocities are on
the scale and zero-point of Scarfe (2010), although
the velocities differ very slightly from those in that
paper, owing to the inclusion of slightly more data
since its publication. The uncertainties are those
of the mean value, and the binaries for which each
standard was used are indicated.

For HD 121212, 95 observations were obtained
with the RVS between JD 2447216 and 2452880,
and 68 with the CCD between JD 2453117 and
JD 2457497. The total span of 10281 days is just
over 87 orbital cycles, so that the period is deter-
mined quite precisely, with a formal uncertainty of
less than three minutes. The RVS velocities are pre-
sented in Table 2, and those obtained with the CCD
in Table 3.

For HD 148434, 42 observations were obtained
with the RVS between JDs 2447303 and 2452886,
followed by 76 with the CCD between JDs 2453117
and 2457941. The span of 10638 days is just over
50 orbital cycles, and as a result the period of this
binary is also determined fairly precisely, with a for-
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THREE SPECTROSCOPIC BINARIES 133

TABLE 2

RVS RADIAL VELOCITIES OF HD 121212

Julian Date Cycle No. R.V. O − C Julian Date Cycle No. R.V. O − C

−2,400,000 & Phase km s−1 km s−1 −2,400,000 & Phase km s−1 km s−1

47216.01 0.0553 −22.7 −0.6 50973.80 31.8653 5.1 −3.0a

47259.88 .4267 −18.5 1.0 50976.74 .8903 5.0 0.0

47263.87 .4605 −13.7 0.7 51166.13 33.4935 −9.3 −0.1

47291.79 .6968 12.7 −1.8 51224.04 .9836 −10.9 −0.8

47303.77 .7982 14.0 −0.1 51279.88 34.4564 −15.4 −0.4

47324.72 .9755 −8.8 −0.1 51284.86 .4985 −8.8 −0.4

47346.77 1.1622 −33.9 0.5 51309.86 .7101 15.0 −0.0

47676.76 3.9556 −4.7 0.6 51317.80 .7773 13.4 −1.6

47694.74 4.1078 −30.0 −0.6 51325.79 .8450 10.2 −0.2

47725.76 .3704 −26.6 0.6 51333.74 .9123 1.4 −0.4

47940.02 6.1841 −36.4 −0.6 51344.74 35.0054 −15.0 −1.1

47962.96 .3783 −26.7 −0.5 51365.73 .1831 −34.9 0.8

47996.87 .6654 13.6 1.0 51370.73 .2254 −37.0 −0.3

48037.76 7.0115 −15.0 −0.2 51623.93 37.3688 −27.2 0.1

48059.76 .1978 −36.1 0.2 51634.88 .4614 −15.2 −1.0

48075.72 .3328 −30.6 0.7 51662.86 .6984 14.6 0.0

48080.72 .3752 −26.2 0.3 51689.79 .9263 −0.2 0.3

48388.80 9.9831 −10.8 −0.8 51697.72 .9934 −11.4 0.3

48418.73 10.2365 −36.5 0.2 51711.76 38.1123 −30.2 −0.4

48605.06 11.8138 13.6 0.5 51718.74 .1714 −35.2 −0.1

48681.97 12.4648 −14.4 −0.7 51730.77 .2732 −33.8 1.8

48730.81 .8782 7.5 0.9 51737.72 .3320 −31.1 0.3

48735.84 .9208 0.5 0.0 51785.67 .7379 15.3 −0.3

48780.75 13.3010 −34.3 −0.3 52009.89 40.6360 9.8 −0.2

48960.05 14.8188 13.0 0.3 52026.84 .7794 14.6 −0.4

48998.08 15.1407 −32.0 0.7 52033.79 .8383 11.3 0.3

49041.96 .5122 −6.1 0.2 52044.80 .9315 −0.2 1.1

49061.07 .6739 13.2 0.0 52052.76 .9988 −11.9 0.8

49084.90 .8756 6.6 −0.2 52073.74 41.1765 −34.7 0.6

49121.84 16.1883 −36.2 −0.3 52086.74 .2865 −34.5 0.5

49370.08 18.2897 −34.2 0.5 52096.73 .3711 −27.7 −0.6

49417.97 .6951 14.8 0.3 52150.67 .8277 11.0 −1.0

49442.93 .9064 3.8 1.2 52387.85 43.8355 11.2 −0.1

49459.84 19.0496 −22.0 −0.8 52417.79 44.0889 −26.5 0.4

49507.75 .4551 −15.7 −0.5 52438.74 .2662 −35.5 0.5

49557.71 .8780 7.2 0.7 52460.72 .4523 −15.2 0.4

49803.91 21.9621 −6.2 0.2 52465.73 .4947 −8.8 0.3

49849.80 22.3506 −28.8 0.6 52481.71 .6300 10.0 0.5

50125.04 24.6805 13.3 −0.4 52648.11 46.0385 −18.2 1.2

50160.95 .9845 −10.0 0.2 52702.98 .5031 −8.0 −0.2

50181.89 25.1618 −33.2 1.2 52761.84 47.0013 −14.1 −1.0

50232.76 .5924 4.4 −0.8 52768.83 .0604 −23.9 −1.1

50279.71 .9898 −13.3 −2.2a 52774.78 .1108 −30.2 −0.5

50504.00 27.8884 7.6 2.4a 52796.78 .2971 −36.1 −1.9

50577.79 28.5131 −5.9 0.3 52809.73 .4067 −22.8 −0.5

50917.93 31.3925 −26.0 −0.7 52817.72 .4744 −12.5 −0.3

50925.88 .4597 −14.4 0.1 52880.66 48.0071 −13.4 0.8

50931.83 .5100 −7.3 −0.7

aRejected observation.

mal uncertainty of a little more than an hour. The
RVS data are presented in Table 4 and those from
the CCD in Table 5.

For HD 148912, 68 observations were obtained
with the RVS between JDs 2447263 and 2452886,
followed by 82 with the CCD between JDs 2453117
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TABLE 3

CCD RADIAL VELOCITIES OF HD 121212

Julian Date Cycle No. R.V. O − C Julian Date Cycle No. R.V. O − C

−2,400,000 & Phase km s−1 km s−1 −2,400,000 & Phase km s−1 km s−1

53117.84 50.0149 −15.93 −0.47 54531.97 61.9857 −10.26 0.17

53132.81 .1416 −33.12 −0.27 54561.91 62.2391 −36.57 0.07

53144.79 .2430 −36.43 0.16 54585.86 .4418 −17.31 −0.10

53165.72 .4202 −20.72 −0.29 54593.81 .5091 −6.64 0.14

53180.73 .5473 −0.96 0.06 54594.81 .5176 −5.07 0.40

53187.73 .6065 6.99 0.12 54602.77 .5850 4.53 0.33

53204.74 .7505 15.54 −0.05 54614.76 .6864 13.57 −0.40

53213.76 .8264 11.82 −0.28 54625.75 .7795 14.92 −0.03

53418.04 52.5561 0.40 0.15 54853.10 64.7040 14.72 −0.10

53425.01 .6151 8.24 0.38 54926.90 65.3287 −31.84 −0.14

53452.94 .8515 9.29 −0.40 54929.90 .3541 −29.60 −0.53

53468.96 .9871 −10.40 0.28 54966.81 .6666 13.01 0.32

53495.74 53.2138 −36.21 0.40 54987.74 .8438 10.80 0.30

53507.78 .3158 −33.37 −0.51 55013.73 66.0638 −23.37 −0.01

53515.78 .3835 −25.85 −0.35 55302.90 68.5116 −6.61 −0.22

53525.74 .4678 −13.37 −0.16 55310.87 .5791 3.88 0.46

53542.74 .6117 7.32 −0.15 55321.82 .6718 13.03 −0.03

53594.69 54.0515 −21.75 −0.28 55671.89 71.6351 10.38 0.41

53782.97 55.6453 11.07 0.14 56038.87 74.7416 15.72 0.11

53785.03 .6627 12.63 0.23 56391.90 77.7301 15.06 −0.46

53788.96 .6961 14.32 −0.15 56405.87 .8483 10.20 0.17

53823.94 .9921 −11.67 −0.13 56419.81 .9663 −6.53 0.57

53836.87 56.1015 −28.69 −0.13 56661.09 80.0089 −14.95 −0.52

53850.86 .2199 −36.56 0.12 56661.95 .0161 −16.39 −0.73

53860.80 .3041 −33.89 −0.11 56663.95 .0330 −18.56 −0.06

53871.81 .3973 −23.77 −0.11 56678.90 .1596 −34.28 0.00

53906.78 .6933 14.27 −0.07 56779.87 81.0143 −14.45 0.91

53916.75 .7777 14.52 −0.50 57089.96 83.6393 10.62 0.24

53927.74 .8707 7.90 0.43 57098.97 .7155 15.04 −0.17

54180.96 59.0143 −15.74 −0.38 57119.91 .8928 5.01 0.44

54238.78 .5037 −7.62 −0.01 57151.80 84.1627 −34.51 −0.01

54245.79 .5631 1.29 0.05 57167.79 .2981 −33.30 0.91

54253.75 .6305 9.34 −0.17 57465.01 86.8141 12.71 −0.35

54285.73 .9011 3.95 0.57 57496.84 87.0835 −26.30 −0.10

and 2457941. The span of 10678 days is over 22
orbital cycles, and as a result of this and the rela-
tively high eccentricity, the period of this binary is
also determined fairly precisely, with a formal uncer-
tainty of a little less than an hour. The RVS data
are presented in Table 6 and those from the CCD in
Table 7.

4. ORBITS

For all three binaries, solutions were obtained
from the RVS and CCD data separately, and weights
based upon the standard deviations from those so-
lutions were assigned for a solution from the com-
bined data. The weight for the CCD data was al-
ways set to 1.0. In all cases the weight for the RVS

data was lower than for the CCD data, being 0.25,
0.18 and 0.10 respectively for HD 121212, HD 148434
and HD 148912. The orbital elements are presented
in Table 8 for all three binaries, and their velocity
curves are given in Figures 1, 2 and 3.

5. DISCUSSION

All three binaries discussed in this paper show no
trace of faint companions in our data, and it must be
concluded that the companions must be at least 2.5
magnitudes fainter than the primaries, especially if
their spectral types are similar, since then they are
likely to cause some slight distortion of the cross cor-
relation function. Moreover, if the secondaries are
main sequence stars a difference of only 2.5 magni-
tudes would indicate that the secondaries are of type
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TABLE 4

RVS RADIAL VELOCITIES OF HD 148434

Julian Date Cycle No. R.V. O − C Julian Date Cycle No. R.V. O − C

−2,400,000 & Phase km s−1 km s−1 −2,400,000 & Phase km s−1 km s−1

47303.87 0.5629 −4.4 −0.2 52184.63 .4274 −5.8 1.1

47324.83 0.6610 −2.6 −0.3 52387.93 24.3797 −8.1 −0.5

47328.81 0.6797 −2.0 −0.1 52417.89 .5201 −5.1 0.0

49508.84 10.8923 −1.2 0.1 52438.84 .6182 −2.8 0.3

50973.86 17.7553 −1.3 −0.3 52460.77 .7210 −1.0 0.3

51689.86 21.1096 −6.5 0.1 52465.80 .7445 −1.1 −0.1

51697.78 .1467 −6.5 0.8 52481.76 .8193 −1.0 −0.3

51718.80 .2451 −8.4 0.1 52488.72 .8519 −0.7 0.2

51730.77 .3012 −8.3 0.0 52516.69 .9830 −3.9 −0.7

51785.69 .5585 −5.0 −0.7 52537.66 25.0812 −4.7 1.2

51796.69 .6100 −3.4 −0.2 52544.64 .1139 −7.1 −0.4

51824.63 .7409 −0.9 0.2 52564.63 .2075 −8.0 0.2

51952.06 22.3379 −7.6 0.6 52579.60 .2776 −8.9 −0.4

52010.96 .6138 −2.7 0.4 52648.12 .5986 −2.6 0.9

52026.93 .6886 −1.6 0.2 52761.95 26.1319 −8.2 −1.2

52051.88 .8055 −0.8 −0.2 52774.85 .1923 −8.1 −0.1

52073.83 .9083 −1.7 −0.1 52796.84 .2953 −9.7 −1.4

52086.81 .9691 −2.6 0.2 52809.82 .3562 −6.0 1.9

52096.78 23.0158 −4.0 0.1 52817.80 .3935 −7.2 0.2

52150.66 .2682 −8.8 −0.3 52873.74 .6556 −2.5 −0.2

52163.68 .3292 −8.7 −0.5 52885.72 .7117 −0.9 0.5
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Fig. 1. The observed radial velocities of HD 121212,
with the curve derived from the adopted elements drawn
through them. The DAO CCD data are shown as filled
circles and the spectrometer data as open circles. Re-
jected RVS velocities are shown as plus signs.

about A0 for HD 121212 and HD 148912, and about
F5 for HD 148434. The former would have mass
near 3 M⊙, and the latter, 1.3 M⊙. Either should
be detectable in the system’s colour indices, and in-
deed in the spectra of HD 121212 and 148912. Thus
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Fig. 2. The observed radial velocities of HD 148434,
with the curve derived from the adopted elements drawn
through them. The symbols have the same meaning as
in Figure 1, except that there are no rejected data.

we conclude that the secondaries are either main-
sequence stars that are fainter than the primaries by
more than 2,5 magnitudes, or slightly evolved sub-
giants, in which case their masses are only a little
less than those of the primaries, given the evolution-
ary timescales of stars once they leave the main se-
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TABLE 5

CCD RADIAL VELOCITIES OF HD 148434

Julian Date Cycle No. R.V. O − C Julian Date Cycle No. R.V. O − C

−2,400,000 & Phase km s−1 km s−1 −2,400,000 & Phase km s−1 km s−1

53117.97 27.7997 −0.76 −0.04 54695.71 .1908 −8.53 −0.52

53145.86 .9304 −1.84 0.12 54714.69 .2797 −8.42 0.01

53165.86 28.0240 −4.09 0.22 54724.68 .3265 −8.78 −0.58

53213.77 .2485 −7.95 0.47 54926.98 36.2742 −8.21 0.23

53258.71 .4590 −6.29 0.03 54966.94 .4614 −6.26 0.02

53425.09 29.2384 −8.23 0.15 54987.87 .5595 −4.26 −0.00

53515.86 .6637 −2.21 −0.03 54998.80 .6107 −3.44 −0.25

53525.82 .7103 −1.46 −0.02 55013.77 .6808 −1.61 0.28

53544.78 .7991 −0.80 −0.08 55050.72 .8539 −0.89 −0.01

53601.68 30.0657 −5.76 −0.30 55302.95 38.0355 −4.72 −0.09

53618.71 .1455 −7.55 −0.23 55321.94 .1245 −6.64 0.26

53619.69 .1501 −7.86 −0.46 55386.73 .4280 −6.65 0.23

53640.65 .2482 −8.59 −0.17 55393.78 .4610 −5.99 0.29

53647.63 .2810 −9.11 −0.68 55407.76 .5265 −4.60 0.36

53785.06 .9248 −1.96 −0.11 55425.71 .6106 −3.22 −0.03

53823.99 31.1071 −6.58 −0.07 55720.80 39.9929 −3.31 0.15

53836.96 .1679 −7.61 0.09 55766.76 40.2083 −7.60 0.59

53850.98 .2336 −8.42 −0.06 56106.75 41.8010 −0.26 0.46

53860.92 .2801 −8.48 −0.05 56148.74 .9977 −3.50 0.08

53871.90 .3316 −8.13 0.03 56170.71 42.1006 −5.90 0.46

53906.83 .4952 −5.72 −0.11 56405.93 43.2025 −8.08 0.05

53914.79 .5325 −4.96 −0.13 56419.92 .2681 −8.32 0.12

53916.83 .5420 −4.85 −0.22 56486.77 .5813 −3.56 0.24

53994.69 .9068 −1.57 −0.05 56513.73 .7075 −1.34 0.14

54004.67 .9536 −2.79 −0.33 56779.99 44.9549 −2.63 −0.14

54238.84 33.0506 −5.01 0.04 56853.76 45.3005 −8.25 0.11

54245.84 .0834 −5.90 0.03 56875.73 .4034 −7.13 0.16

54253.85 .1209 −6.71 0.11 57090.04 46.4073 −7.30 −0.08

54285.75 .2703 −8.01 0.43 57099.01 .4494 −6.51 −0.01

54292.75 .3031 −8.69 −0.34 57151.92 .6972 −1.73 −0.10

54307.72 .3732 −7.67 0.04 57232.74 47.0758 −5.54 0.19

54328.71 .4716 −6.22 −0.14 57478.99 48.2294 −8.52 −0.18

54351.67 .5791 −4.18 −0.34 57486.99 .2669 −8.35 0.09

54593.91 34.7139 −2.05 −0.65 57533.87 .4865 −5.76 0.02

54602.91 .7561 −0.94 0.00 57584.75 .7249 −1.10 0.16

54613.84 .8073 −0.62 0.10 57847.00 49.9534 −2.50 −0.04

54625.85 .8635 −0.81 0.15 57907.82 50.2384 −8.42 −0.04

54657.79 35.0132 −4.24 −0.23 57940.75 .3926 −7.51 −0.06

quence. One final possible alternative is that the
secondaries are white dwarfs, which would again be
very much fainter than the primaries, offering little
hope of detection.

Despite these considerations, it might be possible
to detect the companions interferometrically. The
best chance of doing so, as suggested in the preced-
ing paragraph, is in the case that they are evolved
objects only slightly less massive than the primaries.
We estimate below values of the angular size of the
major semiaxes of the systems’ orbits. As an ex-
ample, we make the plausible assumption that the

primary star’s mass is twice that of the sun for all
three systems. We make use of the following two
equations. The first is the equation of the mass func-
tion, in which M1 is the primary’s mass, M2 is that
of the secondary, and q = M2/M1.

f(M)

M1 sin
3 i

=
q3

(1 + q)2
(1)

The second equation is for the projected angular
size a of the major semiaxis, in terms of the parallax
π, the mass ratio q, the inclination i, and the product
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TABLE 6

RVS RADIAL VELOCITIES OF HD 148912

Julian Date Cycle No. R.V. O − C Julian Date Cycle No. R.V. O − C

−2,400,000 & Phase km s−1 km s−1 −2,400,000 & Phase km s−1 km s−1

47263.97 0.6578 −68.2 0.7 51796.68 .0677 −70.7 0.0

48418.82 3.0553 −69.2 −0.3 51824.61 .1257 −75.1 0.4

50232.83 6.8211 −61.9 −0.0 51952.07 .3903 −75.4 −0.3

50246.83 .8502 −60.9 −0.9 52010.97 .5125 −72.6 0.1

50518.05 7.4132 −74.7 0.0 52026.94 .5457 −72.2 −0.2

50577.89 .5375 −72.7 −0.5 52051.89 .5975 −70.5 0.2

50609.85 .6038 −71.2 −0.7 52073.84 .6430 −68.9 0.5

50917.98 8.2435 −77.1 −0.2 52086.82 .6700 −68.9 −0.4

50925.96 .2601 −76.4 0.4 52096.78 .6907 −67.9 −0.0

50973.86 .3595 −76.2 −0.6 52150.65 .8025 −63.5 −0.6

51070.64 .5604 −72.0 −0.4 52163.69 .8296 −61.8 −0.4

51279.96 .9950 −56.5 −0.3 52184.64 .8731 −58.4 0.0

51289.93 9.0157 −60.8 −0.3 52387.94 11.2951 −78.1 −1.7

51309.92 .0572 −68.8 0.4 52417.91 .3573 −75.0 0.6

51317.93 .0738 −72.8 −1.2 52438.85 .4008 −74.8 0.2

51325.94 .0904 −74.4 −1.1 52460.77 .4463 −73.8 0.3

51333.85 .1068 −75.6 −1.1 52465.81 .4568 −74.0 −0.1

51344.80 .1296 −76.5 −0.7 52481.77 .4899 −73.2 0.1

51365.76 .1731 −76.5 0.2 52488.73 .5043 −72.2 0.8

51414.68 .2746 −77.4 −0.7 52516.68 .5624 −72.1 −0.5

51438.64 .3244 −76.8 −0.7 52527.67 .5852 −71.4 −0.4

51444.65 .3369 −76.9 −0.9 52544.63 .6204 −71.3 −1.3

51452.63 .3534 −76.1 −0.4 52564.62 .6619 −68.5 0.3

51624.00 .7092 −67.2 −0.0 52579.59 .6930 −67.7 −0.0

51632.01 .7258 −66.0 0.5 52648.13 .8353 −60.4 0.6

51662.98 .7901 −63.7 −0.1 52703.06 .9493 −52.8 0.6

51689.86 .8459 −60.4 −0.1 52761.94 12.0715 −71.5 −0.3

51697.82 .8624 −59.4 −0.3 52768.93 .0860 −73.2 −0.3

51710.80 .8894 −57.4 −0.2 52774.86 .0984 −73.5 0.5

51718.81 .9060 −55.9 0.1 52796.86 .1440 −77.6 −1.4

51730.78 .9309 −53.5 0.7 52808.80 .1688 −75.2 1.5

51737.75 .9453 −53.6 −0.2 52817.80 .1875 −77.2 −0.3

51785.70 10.0449 −66.5 0.4 52873.73 .3036 −75.5 0.9

51787.70 .0490 −67.5 0.2 52885.72 .3285 −75.6 0.4

a1 sin i, determined from the orbit.

a = π (a1 sin i) (1 + q−1) csc i . (2)

As indicated above we assume that despite the lu-
minosity differences between the stars, they are simi-
lar in mass and surface temperature, as was found for
the components of HR 6046 by Scarfe et al. (2007),
where the companion was detected with difficulty,
despite being almost equal in mass to the primary.
Here, let us assume that q = 0.9 for all three bina-
ries. Then we solve equation 1 for the inclination
of each orbit, and insert its cosecant into equation 2
along with the values of a1 sin i from the orbit solu-
tions, the parallaxes and the assumed values of q to
find the projected major semiaxes.

An alternative, more direct, approach is to esti-
mate the angular sizes of the systems’ major semi-
axes, using Kepler’s Third Law and their parallaxes,
by means of equation (3), in which a is the angular
major semiaxis, π is the parallax, P is the period in
years and M is the total mass of the system in solar
units.

a = π P 2/3 M1/3 (3)

A note of caution - choice of too small a value for
M , coupled with too low a value of the mass ratio
q, may lead to values of sin i that exceed unity when
the mass function is large, as it is for HD 121212.
For example our choice of 3.8 solar masses for the
total mass of that system does not permit the mass
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TABLE 7

CCD RADIAL VELOCITIES OF HD 148912

Julian Date Cycle No. R.V. O − C Julian Date Cycle No. R.V. O − C

−2,400,000 & Phase km s−1 km s−1 −2,400,000 & Phase km s−1 km s−1

53117.99 12.8107 −62.48 −0.02 54602.89 .8933 −56.99 −0.11

53144.92 .8666 −58.92 −0.05 54625.82 .9409 −53.66 −0.02

53165.84 .9100 −55.39 0.22 54657.76 16.0072 −58.77 −0.11

53180.82 .9411 −53.60 0.03 54695.70 .0860 −73.44 −0.55

53187.79 .9556 −53.23 0.00 54714.67 .1254 −75.37 0.17

53204.78 .9909 −55.92 −0.31 54724.66 .1461 −76.78 −0.53

53213.76 13.0095 −58.87 0.28 54927.00 .5662 −71.35 0.15

53251.68 .0882 −73.20 −0.10 54943.99 .6014 −70.47 0.11

53258.69 .1028 −73.84 0.44 54966.92 .6490 −68.98 0.21

53272.65 .1318 −75.80 −0.01 54987.83 .6925 −67.67 0.08

53283.61 .1545 −76.14 0.31 54998.80 .7152 −67.19 −0.28

53418.10 .4337 −74.52 −0.16 55013.76 .7463 −65.44 0.20

53453.05 .5063 −73.16 −0.26 55055.70 .8333 −61.03 0.08

53515.86 .6366 −69.80 −0.23 55302.99 17.3467 −75.93 −0.12

53525.85 .6574 −68.82 0.11 55321.96 .3861 −75.08 0.12

53542.79 .6926 −67.99 −0.25 55386.75 .5206 −72.13 0.45

53545.81 .6988 −67.77 −0.25 55393.74 .5351 −72.15 0.10

53594.72 .8004 −63.02 0.01 55407.73 .5641 −71.46 0.09

53601.69 .8148 −62.17 0.05 55720.84 18.2142 −76.78 0.21

53618.67 .8501 −60.15 −0.13 55766.73 .3094 −75.73 0.58

53619.68 .8522 −60.02 −0.14 56106.79 19.0154 −60.22 0.24

53640.62 .8957 −56.55 0.15 56148.72 .1024 −74.00 0.26

53647.61 .9102 −55.81 −0.21 56170.69 .1480 −76.05 0.25

53785.09 14.1956 −77.05 −0.10 56405.95 .6364 −69.71 −0.13

53824.02 .2764 −76.78 −0.11 56419.95 .6655 −68.51 0.16

53836.98 .3033 −76.56 −0.18 56486.75 .8042 −62.52 0.30

53850.96 .3323 −76.12 −0.11 56549.67 .9348 −53.78 0.17

53860.94 .3530 −75.74 −0.02 56799.87 20.4542 −73.90 0.07

53871.92 .3758 −75.37 −0.01 56853.75 .5661 −71.56 −0.06

53906.86 .4484 −74.13 −0.05 56875.71 .6117 −70.09 0.20

53916.81 .4690 −73.77 −0.09 57090.05 21.0566 −69.01 0.06

53994.65 .6306 −69.75 −0.00 57120.02 .1188 −75.17 0.06

54004.64 .6513 −69.13 −0.01 57160.92 .2038 −77.12 −0.14

54238.86 15.1376 −75.84 0.16 57232.73 .3528 −75.70 0.02

54245.86 .1521 −76.47 −0.07 57479.01 .8641 −59.13 −0.08

54263.87 .1895 −76.83 0.09 57487.01 .8807 −57.73 0.11

54285.77 .2350 −76.88 0.07 57533.89 .9780 −54.18 −0.11

54292.77 .2495 −77.05 −0.18 57584.76 22.0836 −72.72 −0.07

54307.75 .2806 −76.77 −0.14 57847.02 .6281 −69.59 0.23

54328.74 .3242 −76.09 0.03 57907.85 .7544 −65.57 −0.28

54351.66 .3718 −76.30 −0.87a 57940.76 .8227 −61.73 0.03

aRejected observation.

ratio to be as small as 0.6. One can avoid this pitfall
by checking with equation 1.

Since our choice of primary mass and system
mass ratio are the same for both the method us-
ing the mass function and that using Kepler’s Third
Law, it is not surprising that both methods yield the
same results for the angular major semiaxes, 1.7 mas
for HD 121212, 9.1 mas for HD 148434, and 5.4 mas
for HD 148912. The angular separations at any or-

bital phase should be of this order of magnitude for
our representative choice of masses, and any plau-
sible masses and mass ratios are unlikely to yield
very different results, as indicated by the weak de-
pendence of equation 3 on the total mass. High in-
clinations like that of HD 121212 will make the sepa-
ration significantly smaller at times, and large eccen-
tricities like that of HD 148912 will give occasionally
larger separations. The major axes estimated here
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TABLE 8

TABLE 8 ORBITAL ELEMENTS

Object HD 121212 HD 148434 HD 148912

P (days) 118.132 ± 0.002 213.464 ± 0.046 481.699 ± 0.040

T (J.D − 2,450,000) 3470.5 ± 1.4 4868.4 ± 4.8 3690.9 ± 3.1

K (km s−1) 26.16 ± 0.05 3.86 ± 0.04 11.88 ± 0.04

e 0.026 ± 0.002 0.070 ± 0.011 0.497 ± 0.002

ω (degrees) 94.2 ± 4.3 76.1 ± 8.1 48.2 ± 0.3

γ (km s−1) −10.49± 0.04 −4.64± 0.03 −69.05± 0.02

S.E. (wt. 1) (km s−1) 0.341 0.253 0.197

a1 sin i (Gm) 42.48 ± 0.09 11.31 ± 0.12 68.28 ± 0.25

f(M) (M⊙) 0.2194 ± 0.0013 0.00127 ± 0.00004 0.0548 ± 0.0006
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Fig. 3. The observed radial velocities of HR 148912,
with the curve derived from the adopted elements drawn
through them. The symbols have the same meaning
as for Figure 1, except that a rejected CCD velocity is
shown as a cross.

would make resolution of the pairs challenging for
Gaia and very difficult, if not impossible, for ear-
lier instruments. Nor do any of the inclinations es-
timated here offer much hope of detecting eclipses,
despite the likely angular sizes of the giant primaries.
Determination of the actual masses thus remains a
challenge.
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ABSTRACT

We present a search and study of interstellar (IS) absorption features in the
observed spectra of two Novae V339 Del and V5668 Sgr. We obtained high res-
olution spectra (R ≈ 20, 000) in the wavelength range between 3800 and 8800 Å
of both novae with the TIGRE telescope. Common IS features of Na I and Ca II

were identified in both novae, and the Ca II H and K features of Nova V339 Del
show substructures, while a blueshifted absorption feature was found in the spectra
of Nova V5668 Sgr. Absorption of K I was identified only in the spectra of Nova
V5668 Sgr. The DIBs 6196, 6203, 6379, 6614 and 7562 were found in both novae,
and in the spectra of Nova V5668 Sgr we could also identify the DIBs 5780, 5797
and 6660. We present the equivalent widths of all features and determined the
column densities of Ca II, K I and hydrogen in the direction of Nova V5668 Sgr
(logNCa II = 12.50, logNK I = 11.55, logNH = 18.5).

RESUMEN

Presentamos una búsqueda y un estudio de caracteŕısticas de absorción in-
terestelar (IS) en los espectros de las novas V339 Del y V5668 Sgr. Obtuvimos
espectros de alta resolución (R ≈ 20, 000) en el intervalo de longitud de onda de
3800 a 8800 Å con el telescopio TIGRE. Identificamos las caracteŕısticas IS comunes
de Na I y Ca II; las caracteŕısticas de Ca II H y K muestran subestructuras en la
Nova V339 Del, mientras que encontramos una segunda caracteŕıstica de absorción
en los espectros de la Nova V5668 Sgr. Se identificó absorción de K I sólo en los
espectros de la Nova V5668 Sgr. Las DIBs 6196, 6203, 6379, 6614 y 7562 se encon-
traron en ambas novas, y en los espectros de la Nova V5668 Sgr pudimos también
identificar las DIBs 5780, 5797 y 6660. Presentamos los anchos equivalentes de
todas las caracteŕısticas y determinamos las densidades de columna de Ca II, K I e
hidrógeno en la dirección de la nova V5668 Sgr (logNCa II = 12.50, logNK I = 11.55,
logNH = 18.5).

Key Words: ISM: lines and bands — novae, cataclysmic variables — techniques:
spectroscopic

1. INTRODUCTION

Most of the interstellar and intergalactic gas
present in our Universe is not directly visible. How-
ever, a suitable way of studying the interstellar
medium (ISM) is to analyze the absorption features
found in the spectra of bright astrophysical objects in
the background. Spectra of bright stars like O-type
stars or evolved red giant stars may contain interstel-
lar absorption lines. Typically, absorption features

1Departamento de Astronomı́a, Universidad de Guanajua-

to, Guanajuato, México.
2Hamburger Sternwarte, Universität Hamburg, Hamburg,

Germany.

of the lines of atomic species like Na I, Ca II, K I

and Mg II are found in observed spectra. To study
these features in detail, e.g. resolving possible sub-
structures, mid to high resolution spectroscopy of
the background object is necessary.

With recent modern spectroscopy several uniden-
tified features of interstellar absorption lines in the
spectra of luminous objects have been found. These
so called diffuse interstellar bands (DIBs) have been
detected in high resolution spectra of massive stars
(Herbig 1995; Sonnentrucker et al. 2018) and can
be found in the spectra of more distant objects like

141
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142 JACK & SCHRÖDER

those in the Small and Large Magellanic Clouds
(Vladilo et al. 1987; Ehrenfreund et al. 2002; Cox
et al. 2006, 2007; Welty et al. 2006). In a re-
cent study of DIBs a galactic nucleus has been used
as the background light source (Ritchey & Waller-
stein 2015). Further very useful and distant back-
ground light sources are extragalactic supernovae
(SN) (D’Odorico et al. 1989; Sollerman et al. 2005;
Cox & Patat 2008, 2014), which offer the opportu-
nity to study also the ISM of the respective SN host
galaxy. The first study of the ISM with SN spec-
tra was performed with the bright type II SN 1987A
(de Boer et al. 1987), which exploded in the Large
Magellanic Cloud. The latest very bright supernova
SN 2014J offered also an excellent opportunity to
study the interstellar absorption in our Galaxy and
in the host galaxy M82 with high resolution spectra
(Welty et al. 2014; Graham et al. 2015; Ritchey et al.
2015; Jack et al. 2015).

In our Galaxy, the outbreaks of cataclysmic vari-
ables are suitable objects for studying the interstellar
material (Mauche et al. 1988; Ritchey et al. 2013).
In general, events of classical novae present the op-
portunity to study the ISM using the absorption
features in the respective nova spectra, since they
are bright sources, and IS absorption features should
also be visible in high resolution nova spectra. Re-
cently, the IS absorption features in several nova
spectra have been studied in the X-ray spectral range
(Gatuzz et al. 2018). However, we are not aware of
any publication that reports a study of the ISM using
high resolution optical spectra of classical novae, mo-
tivating us to investigate our high resolution spectra
of two recently observed classical novae.

In this work, we present a search and study of
the absorption features of the ISM in the high res-
olution spectra of the two classical novae V339 Del
and V5668 Sgr obtained with the TIGRE telescope.
In § 2, we present details about the observations that
we obtained from both novae. In the following § 3,
we present the identification and analysis of the ISM
features found in the spectra of both novae includ-
ing atomic lines and DIBs. We are closing with a
summary and our conclusions in the final § 4.

2. OBSERVATIONS

2.1. The TIGRE Telescope

All the nova spectra used in this work have been
obtained with the 1.2 m robotic telescope el TIGRE
(Telescopio Internacional de Guanajuato Robótico
Espectroscópico) situated at the La Luz Observa-
tory in the state of Guanajuato, Central Mexico.

The design of the telescope with its automatic ob-
servation program and reduction software is ideal for
obtaining time series of spectra, especially of novae
and supernovae. The telescope is equipped with the
HEROS (Heidelberg Extended Range Optical Spec-
trograph) échelle spectrograph which has a resolu-
tion of R ≈ 20, 000 and covers the optical wavelength
range from about 3800 to 8800 Å divided into two
channels. The blue channel covers the range in wave-
length from about 3800 to 5700 Å, while the range of
the red channel goes from about 5800 to 8800 Å, thus
leaving a small gap of roughly 100 Å between the two
channels. For a more detailed technical description
of the hardware and software of the telescope please
consult Schmitt et al. (2014). The automated wave-
length calibration with a ThAr hollow cathode lamp
used for our observations has a standard deviation
of about 130 m s−1.

2.2. Nova V339 Del

Nova V339 Del (Nova Delphini 2013,
PNV J20233073+2046041) was discovered on
August 14 in 2013 (Nakano et al. 2013) and reached
its maximum on August 16 with an apparent bright-
ness of V = 4.46 mag (Munari et al. 2013). The
TIGRE telescope had been just recently installed
at its new site, and we were able to obtain a time
series of 18 spectra during the different spectral
phases of that nova. Please consult De Gennaro
Aquino et al. (2015) for all the details about the
observations and an analysis of the spectra of Nova
V339 Del obtained with the TIGRE telescope.

For our study of the ISM absorption features in
this work, we added the first two spectra observed
on August 17 and 19 in 2013 in order to obtain one
spectrum with a higher signal-to-noise ratio. We se-
lected only the first two spectra since the following
spectra already showed stronger changes in the nova
features and the continuum started to fade as well.
The two added spectra were taken around maximum
light during the absorption phase of Nova V339 Del.

2.3. Nova V5668 Sgr

On March 15 in 2015 a nova explosion was dis-
covered in the constellation of Sagittarius (Williams
et al. 2015). The Nova V5668 Sgr (Nova Sagittarii
2015 No. 2, PNV J18365700-2855420) was also a
very bright event and has been studied intensively
covering all parts of the electromagnetic spectrum.
Using the TIGRE telescope, we obtained a long time
series of optical high resolution spectra of this nova
during our observation campaign of about two years
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IS ABSORPTION IN V339 DEL AND V5668 SGR 143

Fig. 1. Features of interstellar absorption of the Ca II H and K lines in the spectra of Novae V339 Del and V5668 Sgr. The
spectra in Nova V339 Del seem to have a substructure in the red part of the main feature. The spectra of Nova V5668 Sgr
show second weaker blueshifted absorption features in both lines. The vertical lines mark the rest wavelengths of the H
and K lines. The color figure can be viewed online.

since this nova was of type DQ Her having a long
lasting variation phase. Details about the observa-
tions and a presentation of the spectra can be found
in Jack et al. (2017). The spectra of Nova V5668 Sgr
are calibrated for relative fluxes.

To study the ISM absorption in the direction of
Nova V5668 Sgr we added the first three spectra
observed on March 19, 20 and 21 in 2015 to obtain
one spectrum with a higher signal-to-noise ratio.
These three spectra, observed during the absorption
phase, were still similar and still showed a strong
continuum flux. Adding more spectra would surely
increase the signal-to-noise ratio. However, since
the spectrum of a nova changes within days (or
even hours), adding too many spectra may cause
the appearance of false features, and complicates
the continuum determination.

3. ABSORPTION FEATURES OF THE ISM IN
THE SPECTRA OF THE NOVAE V339 DEL

AND V5668 SGR

Having high resolution spectra of both novae,
the goal is to identify in these spectra all absorption
features of the interstellar medium. As commented
in the previous section, we added several spectra to
obtain one spectrum with a higher signal-to-noise
ratio. All used spectra were obtained during the
absorption phase so that enough continuum flux in
the nova spectrum is present to be able to identify
the absorption features of the interstellar gas, which
can be due to absorption either by atomic lines or
by diffuse interstellar bands. Nova features are very

broad, having widths of up to a few 10 Å, which
makes it easy to distinguish them from the narrow
features of IS absorption that have widths of the
order of only a few 0.1 Å.

3.1. Interstellar Absorption of Atomic Lines

In the first part of our analysis, we searched
for the most common features of interstellar ab-
sorption by atomic lines in the spectra of both No-
vae V339 Del and V5668 Sgr. While the absorp-
tion features of the Ca II H and K lines as well as
the two Na I D lines are clearly present in both no-
vae, we could identify features of two K I lines only
in Nova V5668 Sgr. However, in the spectra of
Nova V339 Del they might be blended with telluric
absorption lines.

Figure 1 presents a graph of the features of
both the Ca II H and K lines in the observed nor-
malized spectra of both novae. The main feature
in Nova V339 Del is slightly redshifted, while the
main feature in Nova V5668 Sgr is found to be
slightly blueshifted. The features in the spectra of
Nova V339 Del seem to have a substructure mean-
ing that they are blended with a second feature
that is shifted slightly to the right of the main fea-
ture, thus, causing a slight bump around 3934.1 and
3969.0 Å respectively. Both the Ca II H and K lines
in Nova V5668 Sgr have a second smaller blueshifted
feature at around 3932.8 and 3967.7 Å.

Another usually strong ISM absorption feature
originates from the Na I D lines. Figure 2 shows
a graph of the spectra of Novae V339 Del and
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TABLE 1

EQUIVALENT WIDTHS AND VELOCITIES OF THE ISM*

Velocity [km/s] Equivalent width [mÅ]

Feature Wavelength [Å] V339 Del V5668 Sgr V339 Del V5668 Sgr

Ca II 3933.66 3.0± 0.4 −6.1± 0.4 345.3± 3.4 141.9± 1.3

−65.5± 1.5 22.1± 2.6

Ca II 3968.47 2.3± 0.4 −6.0± 0.4 221.0± 1.8 93.2± 1.1

−62.7± 1.5 9.5± 1.9

Na I 5889.95 2.5± 0.4 −5.1± 0.4 394.9± 5.3 289.1± 3.3

Na I 5895.92 3.1± 0.4 −5.1± 0.4 306.4± 8.4 247.8± 1.3

K I 7664.91 −5.5± 0.4 46.9± 1.2

K I 7698.97 −5.6± 0.4 80.1± 0.5

*Features Found in the Spectra of Novae V339 Del and V5668 Sgr.

Fig. 2. Features of interstellar absorption of the Na I D
lines in the spectra of Novae V339 Del and V5668 Sgr.
The features are present in both novae and have about
the same position when compared to the rest wavelengths
(marked by vertical lines) as in the Ca I H and K lines.
The color figure can be viewed online.

V5668 Sgr around the Na I D lines. Like for the
Ca I H and K lines, the features of Nova V339 Del
are slightly redshifted. However, there is no clear
indication of a substructure in this feature. The fea-
tures of Nova V5668 Sgr are slightly blueshifted, but
we could not identify a second feature, because the
region around the Na I D lines is contaminated with
several telluric lines.

Figure 3 shows the spectrum of Nova V5668 Sgr
where two features of interstellar absorption of K I

lines could be identified. The features closer to the
rest wavelengths are the absorption features of the
ISM, which like the other IS absorption features in

Nova V5668 Sgr are slightly blueshifted. The other
two features in each plot are telluric lines which be-
long to the A band of O2 in the Earth’s atmosphere.
In the spectra of Nova V339 Del the positions of
both K I lines unfortunately coincide with the tel-
luric lines, and we could therefore not confirm the
presence of interstellar K I absorption in that nova.

We measured the equivalent widths of all the
identified features in the spectra of Novae V339 Del
and V5668 Sgr. By measuring the position of the
minimum of the features, we could determine the
relative velocities of the ISM features in both no-
vae. The position of the minimum was determined
by fitting a Gauss profile to the features. Table 1
presents the results of these measurements. All the
features of ISM absorption in Nova V339 Del have
a similar velocity between 2 and 3 km s−1 mean-
ing that the features of all lines correspond to the
same ISM cloud. All the main features of the ISM
in Nova V5668 Sgr also show similar velocities be-
tween −6 and −5 km s−1 corresponding to the
same IS gas cloud. Both the Ca II H and K lines
have a second absorption feature with velocities of
−65.5 and −62.7 km s−1 respectively, so that a sec-
ond IS gas cloud could lie in the direction towards
Nova V5668 Sgr. However, we could not observe
this feature in the Na I D lines, maybe also because
there are several telluric absorption features in this
wavelength range.

The IS absorption features in Nova V339 Del
show in general greater equivalent widths than the
ones in Nova V5668 Sgr. As is usually found for
interstellar absorption, the features of Na I are the
strongest in the spectra of both Novae. As can also
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Fig. 3. Features of interstellar absorption of two K I lines in the spectra of Nova V5668 Sgr. The rest wavelengths are
marked by vertical lines. The two stronger features in each plot come from telluric line absorption. The color figure can
be viewed online.

be seen in Figures 1 and 2 the IS absorption features
of Ca II and Na I are saturated in the spectra of Nova
V339 Del.

Using the analysis of pure absorption lines, for-
merly applied by us to special problems in the field
of stellar atmospheres (Schroeder et al. 1994), we
fitted the IS absorption features of Ca II and K I of
Nova V5668 Sgr assuming optically thin lines. The
Ca II H and K lines of Nova V5668 Sgr are ideal to
determine both the column density NCa II and the
turbulence velocity vtur as they are intermediate-
optically thick. By contrast, in Nova V339 Del this
doublet is already very saturated and unfavorable to
derive either parameter. The same is true, in both
Novae, for the very strong Na I D doublet. In our
analysis, we determined a turbulence velocity for the
ISM of vtur = 4.5 km s−1. For the log (fg)-values of
the Ca II K and H lines we used 0.69 and 0.34 respec-
tively (Wiese et al. 1969). The log (fg)-values for
both K I lines are 0.59 and 0.29 respectively (Nandy
et al. 2012).

With the analysis of the depth and profile of the
Ca II features assuming small saturation and solving
for the best fit of the two parameters we obtained
a column density for the ground level of Ca II of
logNCa II = 12.50 ± 0.05 and a turbulence velocity
of the ISM of vturb = 4.5 km s−1 reproducing
well the line profiles and equivalent widths. The
obtained ISM turbulence velocity matches well the
values obtained by Wilson et al. (2011). Analyzing
the K I features with the same method we found
a column density of logNK I = 11.55 ± 0.05 with
the same determined turbulence velocity. Assuming

that all the potassium is found in the K I state (low
ionization), we obtained for the column density
of calcium a value of logNCa = 12.8 assuming
solar abundances (Reddy et al. 2003). Comparing
this value with the measured value for the column
density of Ca II of logNCa II = 12.5, we can estimate
that the ionization ratio of Ca II to Ca I is about
1:1. Assuming again solar abundances, the value
of the column density of Ca of logNCa = 12.8
corresponds to a column density of hydrogen of
about logNH = 18.5 which results in a very small
extinction of about O(0.01).

3.2. Diffuse Interstellar Bands

Apart from the common absorption features of
atomic lines, spectra may contain much weaker ab-
sorption features of still unknown origin, of so called
diffuse interstellar bands (DIBs). Since the spectra
of Novae V339 Del and V5668 Sgr have a good signal-
to-noise ratio and a high resolution we searched in
the spectra of both novae for features of the com-
monly known DIBs. For this analysis we made use
of published catalogs (Jenniskens & Desert 1994;
Galazutdinov et al. 2000; Hobbs et al. 2008, 2009)
for the identification of the DIBs in our spectra.

Figure 4 shows the normalized spectrum of Nova
V5668 Sgr in the wavelength range of the DIBs 5780
and 5797, which are strong DIBs and are commonly
observed in the spectra of luminous objects. DIB
5780 is also the strongest DIB feature in the spectra
of Nova V5668 Sgr. However, concerning the spectra
of Nova V339 Del this wavelength region was unfor-
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TABLE 2

EQUIVALENT WIDTHS (EW) AND VELOCITIES (VEL) OF THE DIB*

Nova V339 Del Nova V5668 Sgr

Feature Vel. [km/s] EW [mÅ] Vel. [km/s] EW [mÅ]

DIB 5780 1.6± 2.6 180.9± 2.1

DIB 5797 −1.6± 3.1 42.95± 1.2

DIB 6196 2.0± 1.0 12.0± 2.8 −5.8± 1.5 17.8± 0.6

DIB 6203 0.2± 1.9 33.8± 4.7 −6.8± 2.2 25.6± 1.3

DIB 6379 −0.8± 1.0 8.2± 2.5 −4.7± 1.4 31.0± 2.6

DIB 6614 2.9± 2.2 30.6± 4.3 −10.9± 5.4 70.2± 4.6

DIB 6660 −2.3± 3.6 12.9± 1.4

DIB 7562 −19.4± 5.4 21.1± 4.1 −9.5± 4.3 30.3± 2.3

*Features found in Novae V339 Del and V5668 Sgr.

Fig. 4. Normalized spectrum of Nova V5668 Sgr showing
the absorption features of the two strong DIBs 5780 and
5797. The color figure can be viewed online.

tunately in the gap between the two channels of the
HEROS spectrograph. Thus, we could not look for
features of the DIBs 5780 and 5797 in the spectra of
Nova V339 Del.

We found features of the DIBs 6196, 6203, 6379
and 7562 in the spectra of both Novae. In Figure 5,
we show in subplot (a) the normalized spectra in the
wavelength region around the DIBs 6196 and 6203.
The DIBs of Nova V5668 Sgr are slightly shifted to
the blue when compared to the features of Nova V339
Del. This is in good agreement with the observation
of the atomic IS absorption lines where the features
of V5668 Sgr are also slight shifted to the blue when
compared to Nova V339 Del. The subplots (b) and
(c) of Figure 5 show the DIBs 6379 and 6614 respec-

tively. Both DIBs in the spectra of Nova V5668 Sgr
are also slightly blueshifted compared to the features
of Nova V339 Del. The DIB 6660 is a relatively weak
DIB, and we could clearly identify it only in the spec-
tra of Nova V5668 Sgr, as can be seen in subplot (d)
of Figure 5. The weakest feature was detected for
DIB 7562 and is shown in subplot (e).

We normalized all spectra of the Novae V339 Del
and V5668 Sgr using a spline fit to the contin-
uum around the DIB features. The velocities of
the features were determined using the rest wave-
lengths published in the catalog of Galazutdinov
et al. (2000), and we measured the respective equiv-
alent widths. We present in Table 2 the results
and give the values of the velocity (in km/s) and
equivalent width (in mÅ) of all identified DIB fea-
tures. The strongest feature in Nova V5668 Sgr is
the DIB 5780, while in Nova V339 Del the DIB 6203
is the strongest. The weakest feature in terms of the
equivalent width in Nova V5668 Sgr is the DIB 6660.
The velocities for Nova V5668 Sgr are widely spread
from −10.9 to 1.6 km s−1, which is probably due to
the unknown origin and rest wavelengths of the DIBs
and the difficulty of determining the exact position of
the minimum due to the low signal-to-noise ratio of
the observed features. However, the velocities of the
DIB features roughly coincide with the blueshifted
atomic ISM absorption features. For Nova V339 Del
the velocities range from −0.8 to 2.9 km s−1 with the
exception of DIB 7562 where the determination of
the velocity is difficult and the measurements gave a
velocity of −19.4 km s−1. These velocities also coin-
cide roughly with the values measured for the atomic
ISM features, which are also slightly redshifted.
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Fig. 5. Normalized spectra of Novae V339 Del and V5668 Sgr in the wavelength range of the DIBs 6196, 6203, 6379,
6614, 6660 and 7562. The spectra of Nova V339 Del are shifted for a better illustration. The color figure can be viewed
online.
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4. SUMMARY AND CONCLUSIONS

We used high resolution spectra (R ≈ 20, 000) of
the two bright novae, V339 Del and V5668 Sgr, ob-
served with the TIGRE telescope to search for signs
of interstellar absorption by both atomic lines and
diffuse interstellar bands. We were able to identify
several features of interstellar absorption by atomic
lines as well as DIBs and we measured the velocities
and equivalent widths of these features.

We found in the spectra of both novae in-
terstellar absorption features of the Ca II H and
K lines. The detected features in the spectra of
Nova V339 Del seem to show substructures having a
second, blended, weaker and slightly redshifted fea-
ture. Apart from the main slightly blueshifted fea-
tures, we found in the spectra of Nova V5668 Sgr
additional weaker and blueshifted features with ve-
locities of −65.5 and −62.7 km s−1 respectively.
Absorption features observed in the atomic lines of
Na I D show velocities similar to Ca II in both novae,
meaning that they originate from the same IS gas
cloud. However, we could not identify substruc-
tures or secondary features. Evidence for absorp-
tion of K I lines could only be found in the spec-
tra of Nova V5668 Sgr. Two features of the lines
with rest wavelengths of 7664.91 and 7698.97 Å are
present. However, in Nova V339 Del these fea-
tures might be hidden in the telluric lines. The
main features of Nova V339 Del have velocities be-
tween 2 and 3 km s−1, while the main features of
Nova V5668 Sgr are blueshifted showing velocities
between −6 and −5 km s−1. Consulting the lit-
erature we found that the ISM absorption in the
emission-line star 9 Sgr has components at velocities
of ≈ −62 and ≈ −10 km s−1 (Pwa & Pottasch 1986).
The ISM absorption towards the Galactic Center in
Sgr shows, among others, foreground arms with ve-
locities of ≈ −55 and ≈ −5 km s−1 (Oka et al. 1998).
This all agrees well with our velocity determination
of both observed ISM components in our spectra of
Nova V5668 Sgr.

The ISM absorption features in Nova V339 Del
are in general stronger with greater equiva-
lent widths when compared to the ones in
Nova V5668 Sgr. In both novae, the IS absorp-
tion of Na I is strongest. The atomic IS features
in Nova V339 Del are all saturated. However, for
Nova V5668 Sgr using the IS absorption of Ca II and
K I we could reproduce the equivalent widths and
profiles of the features with a turbulence velocity for
the ISM of vtur = 4.5 km s−1 and column densities
for Ca II of logNCa II = 12.50 ± 0.05 and for K I of
logNK I = 11.55± 0.05. Assuming solar abundances

we determined the column density of hydrogen to
be about logNH = 18.5, which corresponds to low
extinction.

We also performed an identification of diffuse in-
terstellar bands in the spectra of both novae. The
DIBs 6196, 6203, 6379, 6614 and 7562 could be
detected in both novae. The DIB 6660 shows a
weak feature only in the spectra of Nova V5668 Sgr.
The DIBs 5780 and 5797 could only be identified
in the Nova V5668 Sgr, because in the spectra of
Nova V339 Del these DIBs fall into the gap between
the two channels of the HEROS spectrograph. By
determining the velocities we found that the DIBs
of Nova V5668 Sgr are slightly blueshifted, which
is in good agreement with the measured velocities
of the ISM absorption features in the atomic lines,
meaning that the DIBs have probably the same ori-
gin as the atomic lines. The equivalent widths of the
DIB features in the spectra of Novae V339 Del and
V5668 Sgr were presented.

In this work, we demonstrated that high resolu-
tion spectroscopy of classical novae offers a further
opportunity to study the interstellar medium since
the absorption features of both atomic lines and dif-
fuse interstellar bands can be found and studied in
detail.
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2002, ApJ, 576, L117

Galazutdinov, G. A., Musaev, F. A., Kre lowski, J., &
Walker, G. A. H. 2000, PASP, 112, 648

Gatuzz, E., Ness, J.-U., Gorczyca, T. W., et al. 2018,
MNRAS, 479, 2457



©
 C

o
p

y
ri

g
h

t 
2

0
1

9
: 
In

st
it
u

to
 d

e
 A

st
ro

n
o

m
ía

, 
U

n
iv

e
rs

id
a

d
 N

a
c

io
n

a
l A

u
tó

n
o

m
a

 d
e

 M
é

x
ic

o
D

O
I:
 h

tt
p

s:
//

d
o

i.o
rg

/1
0

.2
2

2
0

1
/i

a
.0

1
8

5
1

1
0

1
p

.2
0

1
9

.5
5

.0
2

.0
2

IS ABSORPTION IN V339 DEL AND V5668 SGR 149

Graham, M. L., Valenti, S., Fulton, B. J., et al. 2015,
ApJ, 801, 136

Herbig, G. H. 1995, ARA&A, 33, 19
Hobbs, L. M., York, D. G., Snow, T. P., et al. 2008, ApJ,

680, 1256
Hobbs, L. M., York, D. G., Thorburn, J. A., et al. 2009,

ApJ, 705, 32
Jack, D., Mittag, M., Schröder, K.-P., et al. 2015,
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ABSTRACT

We have studied the comparative importance of the relativistic beaming
model (RBM) and the density variation model (DVM) in our understanding of
asymmetries in double radio sources, using their lobe separation ratio (Q) and flux
density ratio (F ). Our result shows an F − Q correlation in the sense expected
for the RBM but contrary to the DVM. We attributed the result for the DVM to
varying beam power, as its efficiency is density profile-dependent. From the core-
dominant parameter-linear size R −D relation for the RBM subsample, we found
that sources in this subsample are beamed within an optimum cone angle φc ≈ 8◦.
We posit that relativistic beaming is largely accountable for the observed structural
asymmetries in radio sources, though other effects cannot be ruled out.

RESUMEN

Hemos estudiado la importancia comparativa del modelo relativista de coli-
mación del haz (RBM) y el modelo de densidad variable (DVM) para explicar las
asimetŕıas de las fuentes de radio dobles, usando el cociente de la separación de los
lóbulos (Q) y el de las densidades de flujo (F ). Nuestros resultados muestran una
correlación F − Q en el sentido esperado para el modelo RBM, pero contrario al
esperado para el modelo DVM. Atribúımos el resultado para el DVM a una poten-
cia variable en el haz, puesto que la eficiencia depende del perfil de densidad. A
partir de la relación R −D (parámetro central dominante vs. tamaño lineal) para
las fuentes de la sub-muestra RBM encontramos que sus haces están colimados
dentro de un cono óptimo con un ángulo φc ≈ 8◦. Proponemos que la colimación
relativista es la principal responsable de las asimetŕıas estructurales observadas, si
bien no pueden descartarse otros efectos.

Key Words: galaxies: active — galaxies: jets — methods: data analysis

1. INTRODUCTION

High luminosity extragalactic radio sources
(HLEGRSs) are known to show double structure,
with the extended lobes straddling the compact opti-
cal component, which is often coincident with the nu-
cleus of the parent galaxy or quasar. One of the most
striking features of these double sources is that their
jets are observed only on one side of the lobes (e.g.
Bridle & Perley 1984; Onuchukwu & Ubachukwu
2013). Asymmetries have also been found in the

1Department of Physics and Astronomy, Faculty of Phys-

ical Sciences, University of Nigeria, Carver Building, 1 Uni-

versity Road, Nsukka, Nigeria.
2Astronomy and Astrophysics Research Lab, University of

Nigeria, Nsukka, Nigeria.
3Department of Industrial Physics, Chukwuemeka

Odumegwu Ojukwu University, Anambra State, Nigeria.

angular size separation, flux densities and depolar-
ization of the two components/lobes, which could be
correlated with jet-sidedness (e.g. Garrington 1988;
Garrington et al. 1988). Whether the one sidedness
of jets in powerful radio sources is intrinsic or due
to Doppler and projection effects has been a subject
of continued controversy (e.g Saikia 1984; Onah et
al. 2014). Moreover, because the jets have to inter-
act with the intergalactic medium (IGM), the overall
structure of these sources could depend on the na-
ture of the ambient medium.

In classical double radio sources, the twin radio
lobes are believed to move out symmetrically from
the core at relativistic speeds. Thus, in powerful Fa-
naroff and Riley (1974) class II (FR II) radio galax-
ies, which supposedly form the less beamed coun-
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terparts of quasars and which are believed to be
observed more or less in the plane of the sky, the
twin radio lobes are expected to be highly symmet-
ric both in terms of size and emitted power (e.g.
Gopal-Krishna et al. 1996). However, observational
evidence (e.g. Barthel 1989; Scheuer 1995) suggests
that this symmetric scenario is not exactly the case,
as varying degrees of structural asymmetries and
misalignments of the radio lobes are present in many
samples of FR II radio sources. These asymmetries
can be attributed to factors that could be intrinsic,
environmental and/or arising from relativistic beam-
ing and orientation effects. Thus, the ratios of an-
gular separation (Q) and that of flux densities (F )
of the two components are crucial symmetry param-
eters, which could be used to study the dynamical
evolution of double radio sources (e.g. Longair and
Ryle 1979; Banhatti 1980; Kapahi & Saikia 1982).
Although Swarup & Banhatti (1981) have proposed
a possible connection between Q and F in asymmet-
ric sources with constant beam power, the effects
of relativistic beaming appear to have significantly
contaminated the F − Q data, so that this connec-
tion between the two asymmetry parameters is yet to
be satisfactorily understood (Conway & Strom 1985;
Onuchukwu and Ubachukwu 2013).

In the present paper, we wish to re-examine the
distribution of the angular separation ratio of the
highly asymmetric double radio sources in connec-
tion with approaching and receding lobes. This will
be based on the two popular models of asymmetries
in Active Galactic Nuclei (AGNs), namely: rela-
tivistic beaming model (RBM) and density variation
model (DVM), which among other effects have been
held largely responsible for explaining the structural
asymmetries of double radio sources (e.g Kharb et
al. 2008; Onah et al. 2014). We seek also to quanti-
tatively examine the statistical consequences of rel-
ativistic beaming on the structural asymmetries of
the highly asymmetric sources.

2. RELATIVISTIC BEAMING AND
ORIENTATION MODEL FOR ASYMMETRIC

SOURCES

If the ambient medium and jets emanating from
the opposite directions of the active galactic nuclei
are both symmetrical, then the approaching compo-
nent would always appear further from the core than
the receding component. In the relativistic beaming
model (Scheuer and Readhead, 1979), the ratio Q

of the angular separation of the approaching (θapp)
and receding (θrec) components of a double radio
source is given in terms of the viewing angle (φ) by

(e.g Gopal-Krishna & Wiita 2004; Onuchukwu and
Ubachukwu, 2013)

Q =
θapp

θrec
=

1 + β cosφ

1− β cosφ
, (1)

where β is the separation velocity of the two com-
ponents from the parent object in units of the speed
of light. The study of the distribution of Q for a
complete sample of sources is crucial to understand
the physics of radio source evolution as well as the
nature of the environment in which these sources are
located (Onuchukwu, 2017).

If the approaching and receding lobes are intrinsi-
cally symmetric and the observed flux asymmetries
are predominantly a result of Doppler beaming, it
has been shown (Ryle & Longair, 1967; Longair &
Riley, 1979) that the flux density ratio can be ex-
pressed as (e.g. Arshakian & Longair, 2004)

F =

(

1 + β cosφ

1− β cosφ

)n+α

, (2)

where α is the spectral index (Sν ≈ ν−α), while
n is a factor that defines the assumed flow model:
n = 2 for a continuous beam model, while n = 3 if
the radiating plasma consists of blobs. Radio emis-
sion from the core is characterized by flat spectra
(0 ≤ α < 0.5), while radio lobe emission has steep
spectra (α ≥ 0.5).

Equation (2) corresponds to the ratio (τ) between
the ages of the receding-and-approaching lobes given
(e.g. Gopal-Krishna and Wiita, 2004; Onuchukwu et
al. 2014) by:

τ =
τrec

τapp
=

1− β cosφ

1 + β cosφ
. (3)

However, relativistic beaming is fundamentally char-
acterized by a Doppler enhancement factor: δ =

[γ (1− β cosφ)]
−1

, where γ =
(

1− β2
)

−1/2
. Hence,

the observed radio flux (S0) depends strongly on the
viewing angle (φ) and can be expressed in terms of
the intrinsic value (Si) as S0 = Siδ

n+α. Thus, in
general it can be deduced from equations (1) and (2)
that F andQ have some form of jet model-dependent
relationship, which can be expressed in logarithmic
scales as

logF ≈ (n+ α) logQ. (4)

It is obvious from equation (4) that for any assumed
jet model the slope of logF − logQ data takes on a
range of positive values (n + α > 0) depending on
the assumed value of α. Thus, a positive correla-
tion between F and Q is envisaged in asymmetric
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radio source samples, if the observed asymmetries
arise due to relativistic beaming effect at small orien-
tation angles. Apparently, the measurement of both
Q and F is expected to be world model-dependent
due to the tight dependence of radio size (D) and
luminosity (P ) on the assumed world model. In
the Friedmann-Robertson-Walker universe, D and P

respectively depend on luminosity distance (dL) as
(Ubachukwu 1998b)

D = θdL (1 + z)
−1

, (5)

and

P = 4πθdL
2S (1 + z)

α+1
. (6)

In the current inflationary cosmology

dL=H−1
0

z
∫

0

[

(1 + z)
2
(1 + Ωm)−z (2 + z) ΩΛ

]

−1/2

dz,

(7)
where Ωm and ΩΛ are, respectively, the contributions
of baryonic matter and cosmological constant to the
energy content of the expanding universe.

Similarly, the orientation effect in AGNs posits
that the projected linear size (D) depends on the
viewing angle as

D = D0 sinφ, (8)

where D0 is the intrinsic linear size.
Consequently, in a continuous jet model, the ratio

R of the beamed flux of the core to the unbeamed
flux of the lobe can be expressed in terms of its value
at transverse alignment (RT ) in a general form (e.g.
Hough & Readhead, 1987; Fan & Zhang, 2003)

R =
RT

2

[

(1− β cosφ)
−n+α

+ (1 + β cosφ)
−n+α

]

.

(9)
Analysis of equations (1) and (9) shows that if the
relativistic beaming effect accounts for the observed
asymmetries in EGRSs, a clear correlation is also
expected between R and Q in asymmetric sources,
whose radio axes are supposedly aligned close to the
line of sight. In particular, the most asymmetric
sources are expected to be the most beamed sources.

Thus, the relativistic beaming model for asym-
metries postulates that radio sources inclined at
small angles to the line of sight should have brighter
radio cores and foreshortened projected linear sizes
(Orr & Browne 1982; Ubachukwu 2002), which
should result in a strong R − D anti-correlation,
with a consequent R − Q correlation. The anti-
correlation is expected to yield an upper envelope

function, where the relativistic beaming effect is ex-
pected to dominate, and which should provide the
best fit to the observed R − D data of source sam-
ples (e.g. Ubachukwu and Chukwude, 2002). In fact,
Odo et al. (2015) have shown that for this optimum
beaming, equation (9) can simplify to

Rmax =
RT γ

2(n+α)

2
, (10)

where, Rmax corresponds to the upper envelope
R−D function, which is expected to occur within a
critical cone angle φc. Within the critical cone angle,
the Doppler factor δ is fairly constant which yields
(e.g. Ubachukwu and Chukwude, 2002):

φc = sin−1 γ−1. (11)

3. DENSITY VARIATION MODEL FOR
ASYMMETRIC SOURCES

According to the beam model of Scheuer (1974),
energy is continuously supplied to the lobes through
beams of relativistic plasma. The beams plough
their way through first the ambient interstellar
medium (ISM) of the parent object, and then
through the much hotter intergalactic medium
(IGM) until the ram pressure of the IGM finally
stops them. Studies of the environments of active
galaxies and quasars have revealed that these sources
are located in relatively dense environments and of-
ten show signs of interaction (e.g. Yee and Green
1987, Yates et al. 1989, Hutchings and Neff 1990,
Ramos Almeida et al. 2013, Orsiet al. 2016).

Swarup and Banhatti (1981) proposed a model
to account for the observed distributions of the flux
density and separation ratios of the two components
in the Ooty occultation and 3CR samples, based
on the density variation of the IGM into which the
beams propagate. This implies that there is an active
beam in the receding lobe but due to less interaction
with the IGM, its intrinsic emissivity is much lower
than that of the approaching lobe. The observed
asymmetry in Q would result if the two components
were located in dense matter of different density pro-
files.

According to Swarup and Banhatti (1981), the
ratio of the two components of a radio source can
be given in terms of the beam power L and ambient
density ρ, and can be equivalently written in terms
of approaching (app) and receding (rec) lobes as

Q =

(

Lappρrec

Lrecρapp

)1/4

, (12)
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Fig. 1. Scatter plot of logF against logQ for 128 highly
asymmetric objects (a); 79 RBM objects (b); 49 DVM
objects (c).

and

F =

(

Lapp

Lrec

)13/8 (
ρapp

ρrec

)1/8

. (13)

Equations (12) and (13) above suggest that in the
density variation model there should be some form of
F −Q relation. In fact, for constant beam power, we
can deduce a functional F−Q relation of asymmetric
radio sources in the form

logF ≈ −0.5 logQ. (14)

4. DESCRIPTION OF SOURCE SAMPLE

The present analysis is based on the sample of
1045 edge brightened double radio sources drawn

from a large database contained in Tables 1 and 2
of Nilsson (1998). Sources with information on sep-
aration ratio (Q), flux density ratio (F ), linear size
(D), core-dominance parameter (R) and redshift (z)
were selected and updated with the recently updated
3CRR sample (Singal 2014). 555 objects in the sam-
ple have information on Q, out of which 468 objects
show asymmetric structure with Q > 1. Analysis of
Q-values of the 468 asymmetric objects yields a mean
value Qm ≈ 1.59 ± 0.05. Since the present investi-
gation is concerned with highly asymmetric objects
with Q >> 1, we adopt the lower limit of the mean
Q-value (Qm ≈ 1.5) as the dividing line between
highly asymmetric (Q > Qm) and less asymmetric
(Q ≤ Qm) sources. There are 153 highly asymmet-
ric objects (Q > 1.5). It is found that 25 objects in
the sample have signatures of compact steep spec-
trum (CSS) sources with D ≤ 15 kpc (Peacock and
Wall 1982; Ezeugo and Ubachukwu 2010). Since the
CSS sources are believed to form a distinct class of
EGRSs, we excluded these CSS sources from the cur-
rent analysis, leaving only 128 objects. These 128
objects, representing ≈ 27% of the asymmetric ob-
jects form our sample for current investigation.

Throughout the paper, we have adopted the
modern concordance (ΛCDM) cosmology with H0 =
70 km s−1Mpc−1 and Ω0 = Ωm + ΩΛ = 1; (Ωm =
0.3;ΩΛ = 0.7). All relevant data are adjusted in line
with this concordance cosmology. For the analyses in
this paper the degree of relationship between source
parameters is deduced by the Pearson Product Mo-
ment correlation coefficient (r) using the AXUM an-
alytical software.

5. ANALYSES AND RESULTS

In § 2, we presented the implications of two mod-
els that appear to explain the observed asymmetries
in EGRSs. Each of these models makes specific pre-
dictions, which can be tested using well-defined sam-
ples of radio sources.

5.1. F −Q Correlations

In Figure 1 we show the scatter plots of flux den-
sity ratio (F ) as a function of separation ratio (Q),
on logarithmic scales, for the whole sample and two
subsamples of highly asymmetric objects. Since we
are considering the lobe emission, which is charac-
terized by steep spectra, we have assumed n = 3
and α = 0.8 for the F -data (e.g. Nilsson 1998).
From the plot in Figure 1(a) of the 128 highly asym-
metric objects, it is observed that F increases with
Q over all values of Q. However, there is a steep
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Fig. 2. Distribution of the 128 highly asymmetric sources
in Q, with RBM sources (a) and DVM objects (b).

change in slope of the F − Q at F ≈ 1 (shown
with a broken line) which corresponds to Q ≈ 1.7.
Linear regression analysis of the F − Q data yields
logF = −(0.81 ± 0.03) + (2.50 ± 0.08) logQ, with
a tight positive correlation r ≈ 0.9. The change in
slope of the F − Q data around F = 1, shown with
a dotted line in Figure 1(a), suggests that the un-
derlying physics in the two panels may not be the
same for the highly asymmetric sources. Perhaps,
the truncation in Figure 1(a) at F = 1 can be used
as the dividing line between the RBM (F > 1) and
DVM (F < 1) models outlined in § 2. Thus, in subse-
quent analyses, for purposes of comparison of effects
of the two asymmetry models, the RBM and DVM,
we have divided the sample into two subsamples in
line with the two slopes indicating that the physics
in the two planes is not the same: one with Q > 1.5
and F > 1, which we call the RBM subsample be-
cause their properties fit into the relativistic beam-
ing model. On the other hand, because the sample
used defines Q > 1, we assume that all sources with
Q > 1.5 and F < 1 should correspond to the DVM.
There are 79 objects in the RBM sub-sample and 49
objects in the DVM sub-sample.

Fig. 3. Distribution of flux density ratio (F ) for the 128
highly asymmetric sources.

The plot in Figure 1(b) for the RBM subsam-
ple shows a tight correlation between F and Q in
which more highly asymmetric sources tend to have
higher flux ratio as expected in the relativistic beam-
ing model of asymmetries (c.f. equation 3). Lin-
ear regression analysis of the F − Q data yields
logF = −(0.47 ± 0.01) + (1.82 ± 0.03) logQ with
a near perfect correlation coefficient, r ≈ 0.99, at
95% confidence. Similarly, the F − Q plot in Fig-
ure 3(c) for the DVM subsample yields logF =
−(2.48±0.06)+(10.19±0.28) logQ, with a tight pos-
itive correlation r ≈ 0.98 at 95% confidence, which is
hard to understand in terms of the density variation
of ambient medium that predicts an inverse F − Q

relation (c.f. equation 11).

5.2. F and Q Distributions

The distribution of the separation ratios (Q)
of the 128 highly asymmetric objects is shown in
Figure 2. The distribution gives mean values of
2.76±0.15 and 1.60±0.01 respectively for the RBM
and DVM subsamples. An obvious feature of the
plot is the wide difference in range of Q-data for
the RBM and DVM sub-samples, with that of RBM
being much wider than DVM, perhaps due to the
beaming effect. Furthermore, while the distribution
in (a) is somewhat unitary, with a long asymmetric
tail, that in (b) appears to be bimodal. This again
seems to suggest that the mechanisms that produce
the observed structural symmetries in the two sub-
samples are different. However, a two sample K-S
test on the Q-data of the samples yields a chance
probability p = 0.37. Thus, there is no statistically
significant difference between the underlying distri-
butions of RBM and DVM objects in Q. We in-
terpret this to mean that relativistic beaming and
density variation effects play comparable roles in de-
termining the structural asymmetries of the whole
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Fig. 4. Scatter plot of R against D for the RBM sample.
(a) with outlier; (b) without outlier

sample. The asymmetric tail in Figure 2(a) is a
signature of two sources, namely, (2359 - 690) and
(2359 - 691), which are actually among the uniden-
tified objects in the sample. Nevertheless, their ex-
clusion in the analysis does not change our results
significantly.

The histogram distribution of the sample in flux
density ratio (F ) is shown in Figure 3. The distri-
bution is apparently unitary, with a mean value of
1.72± 0.20. We observe that 49 objects representing
38% of the asymmetric sources are consistent with
the density variation model, while the other 79 ob-
jects ≈ 62% are consistent with relativistic beaming
model and are difficult to understand in terms of the
density variation of the ambient medium.

Thus, in general, it could be argued from the dis-
tributions of Q and F that relativistic beaming and
density variation in ambient medium have compara-
ble effects in determining the structural asymmetries
of the sample. A unified model would therefore be
required to account for all the observed features of
the Q and F distributions of the asymmetric sources.
This is taken up in a follow-up paper (Alhassan et
al. in preparation).

5.3. R−D Relation

To investigate the effects of relativistic beaming
in the current sample, the core-to-lobe luminosity
ratio (R) is plotted as a function of projected linear
size (D) for the RBM sub sample of highly asym-
metric sources in Figure 4. There appears to be a
general R − D trend suggestive that larger sources
are less beamed. However, the presence of an out-
lier (2347+30) among the RBM objects (enclosed in
a circle in Figure 4(a)) is significant and seems to
distort the general trend. The observed radio prop-
erties of this object (e.g. Nilsson et al. 1993) sug-
gest that it is a weak FR II radio galaxy, for which
relativistic beaming can be considered less impor-
tant. Thus, we exclude the object from further anal-
yses of the RBM sample. One-dimensional regres-
sion analysis of the data (without the outlier) yields
logR = (0.910± 0.130)− (0.0002± 0.0001)D , with
a correlation coefficient r ≈ −0.4. This result sug-
gests that for the RBM objects there is a tendency
for smaller sources to be beamed, compared to larger
sources, as expected in the relativistic beaming sce-
nario.

It is interesting to observe that removal of the
outlier from the analysis reveals a well-defined up-
per envelope, which corresponds to the extremely
beamed sources in our sample, as shown in Fig-
ure 4(b). Optimum beaming is expected to occur
in the upper envelope function. We therefore carried
out an analysis of the upper envelope function in
four uniform bins of D, namely, D ≤ 1000; 1000 <

D ≤ 2000; 2000 < D ≤ 3000 and D > 3000 kpc.
The linear fit to the upper envelope data yields:
logR = (2.441 ± 0.471) − (0.0007 ± 0.0002) with
r ≈ −0.9, which is consistent with Rmax ≈ 275.
Thus, using RT = 0.0008, which appears to be con-
sistent with low frequency (178 MHz) surveys such
as considered here (e.g. Ubachukwu 1998; Alhas-
san et al. 2011), we obtain a bulk Lorentz factor
γ = 7 with the radiation beamed into a cone angle
of φc = 8◦ via equations (10) and (11) respectively,
with n = 3 and average spectral index, α = 0.75.

5.4. R−Q Relation

To check the consistency of our results on the
effects of relativistic beaming and orientation in the
current sample, the core-to-lobe luminosity ratio (R)
is plotted as a function of angular separation ratio
(Q) for the two sub samples of highly asymmetric
sources in Figure 5. Linear regression of the data
yields logR = (1.38±0.30)−(0.81±0.85) logQ, with
a correlation coefficient r ≈ −0.4, for the RBM sub-
sample and logR = (1.35±2.83)−(2.85±14.16) logQ
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TABLE 1

MEDIAN VALUES OF ASYMMETRIC PARAMETERS FOR LOW AND HIGH REDSHIFT

z Fmed Qmed Dmed Rmed

z > 1 2.36± 0.92 2.71± 2.32 89.70± 30.04 0.21± 0.12

z ≤ 1 0.79± 0.03 1.72± 0.02 101.90± 32.99 0.38± 0.09

Fig. 5. Scatter plot of core-dominance parameter as a
function of separation ratio for the RBM objects (filled
circle) and DVM objects (plus +).

with r ≈ −0.04, for the DVM subsample. The DVM
subsample shows no R−Q correlation as expected in
the DVM model while the RBM subsample suggests
a marginally significant R−Q correlation, but in the
sense opposite to that expected of the RBM model.

5.5. Effects of Redshift (z)

A redshift-dependent density variation of asym-
metric sources of the form ρ ≈ (1 + z)3 has been
predicted to explain the variation of intergalactic
medium (IGM) of extragalactic radio sources. This
is expected to yield more asymmetric sources at an
earlier epoch, implying that smaller sources should
be more asymmetric than larger sources (Gaibler and
Krause, 2011).

We tested the consistency of this effect on the
present sample of highly asymmetric sources. Thus,
we divided the sample into low and high z (z ≤ 1 and
z > 1) respectively and compared the median value
data of flux density ratio, separation ratio, linear size
and core-dominance parameter at the two-redshift
regimes for consistency. The results are consistent
with the prediction that smaller sources are located
at higher redshifts and tend to be more asymmetric,
with higher values of the asymmetry parameters F

and Q than larger sources. A summary of the results
is presented in Table 1.

6. DISCUSSION AND CONCLUSION

We have investigated the effects of relativistic
beaming and density variations to account for the
observed structural asymmetries of highly asymmet-
ric radio sources. Our results suggest that neither
the relativistic beaming nor the density variation
model alone is adequate to account for all the ob-
served features in terms of the distributions of the
angular separation ratio Q and flux density ratio F

of the present sample. The results, however, show
that the relativistic beaming model and the density
variation model have somewhat comparable effects
on the evolution of double radio sources.

A major result of the current investigation is the
similarity in trends and strength of correlation be-
tween the flux ratio and separation ratio of the sam-
ple. While the RBM sample in this sense can be
explained fully in terms of relativistic beaming ef-
fect, the DVM sample is yet to be understood in
terms of an underlying density variation hypothe-
sis (Onuchukwu and Ubachukwu, 2015). Although
the F − Q trend in the DVM sample is consistent
with the opinion that the radio source flux density
ratio is sensitive to structural asymmetry (Gaibler
and Krause, 2011), it appears not to be consistent
with the F −Q anti-correlation expected in the den-
sity variation model (Swarup and Banhatti 1981).
Figure 3 thus appears to be more consistent with
the RBM hypothesis, which predicts a positive cor-
relation between F and Q. The density variation
model predicts an inverse correlation between F and
Q which is not observed here. If we assume that
there is no intrinsic variation in L, then a density
variation of about six orders of magnitude would
be required to explain the largest F values in the
present sample.

Gopal-Krishna and Wiita (1991) have shown that
the beam efficiency depends on the density through
which the relativistic beams propagate. In other
words, L is not expected to be constant but to de-
crease with an increase in density. It should there-
fore be expected that ρapp > ρrec;Lapp < Lrec so
that small Q values do not necessarily imply large
F values. This could explain the observed F − Q

correlation for the DVM contrary to expectation.
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The results obtained from the RBM are consis-
tent with Onuchukwu et al. (2014), which argued
that the observed asymmetries in radio sources are a
result of Doppler boosting or orientation effects. The
apparent lack of correlation between R (the beam-
ing indicator) and Q (the asymmetry parameter) in
the DVM subsample does not seem to suggest that
relativistic beaming accounts for all observed struc-
tural asymmetries of the sample. The result appears
to be in agreement with some previous results (e.g.
Onah et al. 2014; Onuchukwu et al 2014) that ar-
gued for both intrinsic and environmental effects (in
addition to relativistic beaming) to account for the
observed asymmetries in powerful radio sources. In
fact, Kharb et al. (2008) suggested that Q appears
to be more sensitive to intrinsic and environmental
asymmetries than to the relativistic beaming effect
for a sample of FR II radio galaxies. Perhaps the
strong dependence of Q on intrinsic/environmental
effects has given rise to the apparent lack of R − Q

correlation in the DVM subsample analysis.
We have also shown that smaller sources located

at higher redshifts are associated with asymmetries
higher than those of larger sources located at lower
redshifts. Perhaps it could be argued that the strong
positive correlation between F and Q obtained for
both RBM and DVM samples is a result of the red-
shift effect on the samples. Thus, we tested the de-
pendence of the source asymmetry parameters on
redshift by looking for any correlation between the
parameters and redshift for both the high redshift
(z > 1) and low redshift (z ≤ 1) sources. The re-
sult yields r > 0.8 as the correlation coefficient for
the Q − z and F − z relations at all redshifts. This
actually shows that the redshift effect is significant
in these parameters. However, we eliminated the
redshift effect by subtracting out the common de-
pendence of Q and F on redshift from the F − Q

correlation using the Spearman partial correlation
statistic, which is a non-parametric statistic involv-
ing cross-correlation of the parameters, and is given
in general by (e.g. Ubachukwu et al. 2002)

r12,3 =
r12 − r12r23

[(1− r213) (1− r223)]
1/2

. (15)

This tests whether there is a significant correlation
between two quantities 1, 2 (F,Q) that does not re-
sult from both being separately correlated with a
third quantity 3 (z). This implies that a correlation
between the first two parameters is kept constant.
This statistic varies from −1 (for a perfect inverse
correlation) to +1 (for a perfect positive correlation)
with 0 representing null correlation. The results of

the non-parametric analysis at 95% confidence give
rQF,z > 0.9 at all redshift regimes. Thus, we argue
in this paper that the F −Q correlations observed in
the two model subsamples are independent of cosmo-
logical effects. The tight correlations may therefore
be intrinsic, rather than an artifact of redshift in the
present sample of highly asymmetric radio sources.
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ABSTRACT

In this work, we present models of massive stars between 15 and 23 M⊙, with
enhanced mass loss rates during the red supergiant phase. Our aim is to explore
the impact of extreme red supergiant mass-loss on stellar evolution and on their cir-
cumstellar medium. We computed a set of numerical experiments, on the evolution
of single stars with initial masses of 15, 18, 20 and, 23 M⊙, and solar composi-
tion (Z = 0.014), using the numerical stellar code BEC. From these evolutionary
models, we obtained time-dependent stellar wind parameters, that were used ex-
plicitly as inner boundary conditions in the hydrodynamical code ZEUS-3D, which
simulates the gas dynamics in the circumstellar medium (CSM), thus coupling the
stellar evolution to the dynamics of the CSM. We found that stars with extreme
mass loss in the RSG phase behave as a larger mass stars.

RESUMEN

En este trabajo presentamos modelos evolutivos de estrellas en el intervalo de
15 a 23 M⊙, usando un incremento en la tasa de pérdida de masa durante su fase
de supergigante roja para explorar el impacto de una fuerte pérdida de masa en
la evolución de la estrella y en la dinámica de su medio circunestelar. Calculamos
un conjunto de experimentos numéricos simulando la evolución de estrellas aisladas
con masas iniciales de 15, 18, 20 y 23 M⊙ y metalicidad solar (Z = 0.014) usando el
código estelar BEC. De los modelos evolutivos obtuvimos parámetros caracteŕısticos
del viento estelar dependientes del tiempo para usarlos como condiciones de con-
torno en el código hidrodinámico expĺıcito ZEUS-3D para simular la evolución del
medio circunestelar. Encontramos que las estrellas con altas tasas de pérdida de
masa durante la etapa de supergigante roja se comportan como estrellas de mayor
masa.

Key Words: ISM: bubbles — stars: early-type — stars: evolution — stars: mass-
loss — stars: winds, outflows
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Autónoma de México, Ensenada, Baja California, México.
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1. INTRODUCTION

The evolution and fate of massive stars
(M > 8 M⊙) is strongly influenced by their mass
loss history(Chiosi & Maeder 1986), whereas their
photon and mechanical luminosities affects the dy-
namics and energetics of the circumstellar medium
(CSM). Massive stars (8 − 40 M⊙) experience large
mass loss during the red supergiant (RSG) phase.
Those stars generate low temperature winds during
this phase, reaching mass loss rates from 10−4 to
10−6 M⊙ yr−1 (Salasnich et al. 1999; Moriya et al.
2011)and ejecting an important fraction of their ini-
tial mass. The amount of mass loss during the RSG
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phase is critical to determine the fate of those mas-
sive stars. They can either explode as supernova
in the RSG stage or they can evolve bluewards in
the Hertzsprung-Rusell (HR) diagram, giving a com-
pletely different appearance to the core-collapse pro-
genitor. The amount, velocity and chemical compo-
sition of the subsequent wind stages during the post-
RSG stages influence the structure and energetics of
the circumstellar gas, prior to the supernova (SN)
explosion. Therefore, it is important to understand
the main features of mass loss rate during and after
the RSG phase.

The measurements of mass loss rates for RSG
stars using multiwavelength observations are still
very uncertain (Smith 2014). Thus, our knowledge
of the stellar wind parameters and evolution for late
type supergiants remains poor. Numerical evolu-
tion models use empirical ”recipes” to set the RSG
mass loss rates. Some of them are based on obser-
vational prescriptions for hot stars (de Jager et al.
1988; Nieuwenhuijzen & de Jager 1990), but slightly
enhanced to ensure post-RSG evolution of stars with
initial masses greater than 25 - 30 M⊙, according
to observations (Humphreys et al. 1985). Other
approaches use empirical mass loss recipes specific
for RSG (Reimers 1975; Salasnich et al. 1999; Van
Loon et al. 2005), that only describe time-averaged
and smoothed mass-loss rates derived from obser-
vational diagnostics. Using those mass loss rates
as input in numerical models predicts that massive
stars between 8 and 25 M⊙ will end their life as
a RSG with a massive hydrogen envelope, leading
to a type II-P or II-L SN. However, Smartt et al.
(2009) found that none of the observed progenitors of
confirmed SN-IIP are more massive than 15 - 17 M⊙

and it is unclear why no RSG with an initial mass
range of 15 - 25 M⊙ has been observed to explode as
a SN-IIP, as expected from numerical simulations.
This is known as the “RSG problem”.

A possible solution for the RSG problem would
be to invoke higher mass loss rates than those cur-
rently used in canonical stellar models (Vanbev-
eren 1998; Yoon & Cantiello 2010; Georgy 2012A;
Georgy et al. 2013A; Meynet et al. 2015), leading
to a smaller hydrogen content in the SN progenitor
envelope, and resulting in a H-poor SN type II, or
even a SN-Ib/c. There is some evidence in favor of
higher RSG mass loss rates than those currently in
use; Schröder & Cuntz (2005) derived a semiempiri-
cal relation for the mass loss by cool winds and found
that the RSG mass loss rates must be higher relative
to Reimer’s classical parametrization. Pérez-Rendón
et al. (2009) also found that some observational fea-

tures of Cass A could be better explained with higher
RSG mass loss rates. Additionally, there are ob-
servations of low luminosity WC stars that cannot
be explained with current stellar models (Maeder &
Meynet 1994; Georgy et al. 2012B), but these could
be explained if WNE and WC were (probably) less
massive, due to an enhanced mass loss in previous
evolutionary stages, i.e. in the RSG phase. However,
these stars could also be the result of binary evolu-
tion. Van Loon et al. (2005) observed that dust-
enshrouded RSG present mass loss rates are a factor
3 - 50 times higher than those obtained by de Jager
et al. (1988) for galactic RSG, but Mauron & Jos-
selin (2011) found that RSG mass-loss rates based
on infrared excesses agree within a factor of 4 with
de Jager et al. (1988) rates. Alternatively, Beasor
& Davies (2016) have proposed that dust extinction
could affect the determination of the SN-IIP progen-
itor masses, lowering their estimated initial mass.
Thus, if this effect is taken into account, the inferred
SN-IIP progenitor masses often increase, making the
required larger RSG mass loss rate unnecessary.

In this work we explore the consequences of
higher mass loss rates for RSG stars with initial
masses in the range of 15 to 23 M⊙, regardless of
the underlying physical mechanisms that could cause
such an increase. We examine its impact on the
structure of the circumstellar gas and uncover some
clues to better understand the “RSG problem”. We
also study the influence of this extreme mass loss on
the evolution and on the pre-supernova structure.
Depending on stellar parameters (L, M , Z, etc.),
stellar winds are closely linked to stellar evolution,
coupling the evolution of the CSM to the star itself.

The evolution of a set of stellar models with inital
masses in the range 15 - 23 M⊙ and different mass
loss rates during the RSG phase (taking care to keep
them within the observational uncertainties) was cal-
culated with the code BEC (Binary Evolutionary
Code). Then the magnetohydrodynamical ZEUS-3D
code was used to follow the evolution of the CSM.
The effect of RSG extreme mass loss has been ex-
plored recently by Georgy et al. (2012B); Meynet et
al. (2015); Renzo et al. (2017). They found that the
evolution of the models strongly depends on the cho-
sen RSG mass-loss prescription. This behavior has
important implications regarding the connection be-
tween stellar evolution and their CSM, which will be
explored in this work.

We propose to study the impact of enhanced RSG
mass loss on the stellar evolution, and thereafter on
their circumstellar medium. In § 2 we briefly summa-
rize the physics, and numerical setup used to explore
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the stellar evolution with the BEC code. In § 3 we
explore the dynamics of the CSM with ZEUS-3D. In
§ 4 we show our results and describe the impact of
the higher RSG mass loss rates on the stellar evolu-
tion and the circumstellar medium. In § 5 we discuss
the results.

2. INPUT PHYSICS OF STELLAR MODELS

We built a set of single star models using the
stellar code BEC (Binary Evolutionary Code), ex-
tensively described by Petrovic et al. (2005); Yoon
et al. (2006). The models consider ZAMS masses of
15, 18, 20 and 23 M⊙ and a fixed chemical compo-
sition of Z = 0.014 (Asplund et al. 2009). The sim-
ulations are performed with OPAL opacities (Igle-
sias & Rogers, 1996), and a nuclear network includ-
ing the major H, He, C, Ne and O burning reac-
tions. The models were built either without rotation
(Case A models), or with initial rotational veloci-
ties of Vrot = 100 km s−1 at the ZAMS (Case B).
We used the Ledoux criterion to define the zones of
stellar convection, and the processes of convective
transport. Rotation triggers some additional trans-
port mechanisms of chemical species inside the star
and, following (Heger et al. 2000), the effects of rota-
tional mixing were considered as diffusive processes.
Convective overshooting was taken into account us-
ing a moderate overshoot parameter of 0.2 times the
local pressure scale height. We set the α parameter
α = L/HP = 1.6 on the main sequence. This α pa-
rameter in the RSG phase was set to 2.5, in order to
fit the observational position of galactic RSG in the
H-R diagram(Levesque et al. 2005). Mass loss rates
used in each evolutionary stage are described in § 3.

The stellar models were computed from the
ZAMS up to carbon core exhaustion. After this
point, the stellar core evolution is faster than in pre-
vious stages, and the external layers are not affected.
Thus, our final models correspond to the structure
of the supernova progenitor star. Due to numerical
difficulties, the 23 M⊙ rotating models were evolved
up to core He exahustion, but their final features are
uncertain and must be taken with caution.

3. WIND PARAMETERS AND
CIRCUMSTELLAR MEDIUM MODELS

To build the stellar models we adopted empirical
mass-loss rate formulations (“recipes”) that depend
on stellar parameters such as mass, radius, luminos-
ity, metallicity, etc. These parameters, in turn, are
dependent on stellar evolution: one parameter af-
fects the behavior of the others.

3.1. Mass Loss Prescriptions

Mass loss rates are a key ingredient in this work.
In this section, we describe the specific parametriza-
tion used at each stellar evolutionary stage in or-
der to obtain mass-loss rates and wind velocities as
a function of time. These can be regarded as an
output from the stellar models. Wind mass loss
rates for hot stars were calculated according to the
prescription given in equation (24) of Vink et al.
(2001), for OB stars in the temperature range of
27500 < Teff ≤ 50000 K (see their equation (24)),
and for 12500 < Teff ≤ 22500 K we used their equa-
tion (25). Outside this temperature range, we ap-
plied the Nieuwenhuijzen & de Jager (1990) mass
loss rate (hereafter NdJ90):

log Ṁ = 1.24 log(L/L⊙) + 0.16 log(M/M⊙) +

0.81 log(R/R⊙)− 14.016, (1)

including a metallicity dependence of Ṁ ∝ Z0.86

(Vink & de Koter 2005).
For the RSG phase (defined when

log Teff < 3.65), we explored the influence of
increasing the mass loss rates to values higher than
commonly used in the evolution of the star and their
circumstellar medium. For this purpose, we simply
increased those of equation (1) in NdJ90 by a factor
of 2 (hereafter, “canonical” mass loss), 6 and 10.
The evidence that RSG mass-loss rates are higher
than those by de Jager et al. (1988) can be found
elsewhere (Salasnich et al. 1999; Yoon & Cantiello
2010). Here, we have chosen our factors to maintain
the rates within the observational limits (Mauron &
Josselin 2011; Van Loon et al. 2005). Non-rotating
models are labeled with an “A” tag whereas models
with an initial rotation of (vrot = 100 km s−1 )
are tagged with a “B”. The number next to this
rotational label indicates the initial mass of the
star and the mass loss rate enhancement factors
during the RSG phase are labeled by “×2” , “×6”
and “×10”, for models with increased loss rates by
a factor of 2, 6, and 10, respectively. Note that
all RSG mass loss rates thus obtained lie within
observational values for Galactic stars (Figure 1). It
is likely that the numerical mass loss rates could be
increased by an even higher factor.

The mass loss rates for the post-RSG evolution
when the surface hydrogen mass fraction falls below
Xs < 0.45 and Teff > 10000 K are set according to
Hamann et al. (1995):

log Ṁ = 1.50 log(L/L⊙)+0.86 log (Z/Z⊙)−11.95
(2)



©
 C

o
p

y
ri

g
h

t 
2

0
1

9
: 
In

st
it
u

to
 d

e
 A

st
ro

n
o

m
ía

, 
U

n
iv

e
rs

id
a

d
 N

a
c

io
n

a
l A

u
tó

n
o

m
a

 d
e

 M
é

x
ic

o
D

O
I:
 h

tt
p

s:
//

d
o

i.o
rg

/1
0

.2
2

2
0

1
/i

a
.0

1
8

5
1

1
0

1
p

.2
0

1
9

.5
5

.0
2

.0
4

164 HERNÁNDEZ-CERVANTES ET AL.

Fig. 1. RSG mass loss averages obtained from our numer-
ical models in comparison with observational mass loss
rates for oxygen-rich AGB, and RSG Galactic stars. The
solid line shows the mass-loss versus luminosity relation
fitted to a Galactic sample (Matsuura et al. 2016). The
short-dash line connects our “×2” models, long-dash and
dot-dash lines our “×6” and “×10” models, respectively.
We note that our numerical mass-loss rates lie within
the observational ones. For a comparison to canonical
numerical models, the long-dash/short-dash line shows
the linear approximation of the empirical mass-loss for-
mula of de Jager et al. (1988) for typical temperatures
of RSG (Teff = 3600 K, upper line; Teff = 4000 K lower
line).

and we have further adopted the Nugis & Lamers
(2000) mass-loss rate when the surface H fraction
drops below Xs < 0.3 (WNE star):

log Ṁ = 1.29 log(L/L⊙) + 1.73 log Y +

0.50 logZ − 11.00. (3)

For rotating stars there is an increase in the mass-
loss rates due to the effect of the centrifugal forces
at the outermost stellar layers. The rotational mass
loss rate is enhanced (Friend & Abbott 1986) by a
factor of:

Ṁ(ω) = Ṁ(ω = 0)× (1− Ω)ξ, (4)

where ξ = −0.43, (ω = 0) is the mass-loss rate of
the non-rotating star and Ω ≡ v/vcritic is the ratio
of the the surface equatorial velocity to the critical
rotation velocity (break-up speed) defined as v2critic =
1/2 v2escape [equation 5].

The escape velocity is calculated as a function of
the stellar parameters, changing over time:

vescape =

[

2GM⋆

R⋆
(1− Γ)

]1/2

, (5)

and the corresponding stellar wind velocity was set
to:

v2wind = βv2escape . (6)

β is a free parameter which accounts for the rela-
tion between wind velocity and the escape velocity
and Γ is the Eddington’s factor. To set the value of
β, we used the criterion from Eldridge et al. (2006)
and made a linear interpolation for uncovered ranges.
The wind velocity of WR stars was derived according
to Nugis & Lamers (2000):

log

(

vwind

vescape

)

= 0.61− 0.13 logL⋆ + 0.30 log Y .

(7)
Using these equations, we obtained the mass-loss

rates and wind velocities as a function of time during
the entire evolution, from the ZAMS until the end of
core C-burning, for stars with initial masses of 15,18,
20 and 23 M⊙. At this point the outer layers of
the star have their final configuration (pre-SN stage).
These results are then used to perform numerical
models of the CSM structure and dynamics that are
closely linked to the details of stellar evolution.

3.2. Hydrodynamical Models

To simulate the circumstellar gas around our
stars, we used the hydrodynamical code ZEUS-3D,
which is a three-dimensional, finite-difference Eule-
rian explicit code that integrates the hydrodynam-
ical ideal gas equations in the absence of viscosity
(Stone & Norman, 1992; Clarke, 1996). The stel-
lar evolution outputs (mass loss rate, velocity, ef-
fective temperature and stellar radius) are used as
the time-dependent, inner boundary conditions in
the hydrodynamical simulations. This is done in a
similar way as in Pérez-Rendón et al. (2009), but in
this paper we follow the gas dynamical evolution in a
2D grid over the entire stellar lifetime, from ZAMS
to supernova explosion. The average wind veloci-
ties, total mass lost and lifetimes at each stage are
given in Tables 3 to 7 for some typical models. Post-
main sequence stages are defined as a function of the
stellar effective temperature as follows: we consid-
ered a RSG star when log(Teff/K) < 3.65; a yellow
supergiant (YSG) when 3.75 < log(Teff/K) < 3.9;
and a luminous blue supergiant star (LBSG) when
log(Teff/K) > 4.0 (but the star is not a Wolf-Rayet
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star). The “YSG/LBSG” label refers only to post-
RSG phases. In the WR stage we distinguished two
subtypes: the star is a WNL when it is a Wolf-Rayet
star with some presence of hydrogen (Xs < 0.45 and
log(Teff/K) > 4.0); whereas it is a WNL star when
Xs < 0.30.

For the physical grid, we used spherical coordi-
nates with periodic boundary conditions in the alt-
azimuthal direction. The simulations were done on a
two-dimensional r−θ grid of 200 cells in radial direc-
tion and 90 cells in the angular coordinates. For the
15 M⊙ models, the physical radial extension is 12 pc
(giving a spatial resolution of 0.06 pc/cell) whereas
the rest of the models have a radial length of 15 pc
(0.075 pc/cell). In colatitude, we considered a range
of (0, 90 ◦), giving an angular resolution of 1 ◦/cell.

Here we do not consider the effects of photoion-
ization from the stellar UV flux, nor the effects of
magnetic fields or heat conduction. To simulate
the ionization, we set the lower cutoff temperature
to 104 K. The hydrodynamical calculations start at
the ZAMS, with the stellar wind flowing into an al-
most uniform and homogeneous interstellar medium
(ISM), of no = 100 cm−3 (typical of molecular
clouds), with small random perturbations of 1.0 % in
density, and an initial thermal energy density corre-
sponding to a background temperature of Tb = 10 K.

4. RESULTS

4.1. Stellar Models

Figures 2 and 3 show the evolutionary tracks
in the Hertzsprung-Russell diagram (HRD) for
non-rotating (Case A) and rotating stellar models
(Case B). For models having the same initial mass,
rotational velocity and metallicity, the differences in
evolution are a consequence of the adopted value for
the RSG mass-loss rate.

Figure 2 shows evolutionary tracks for non-
rotating models. In Figure 2-left, we show the
“canonical” models, whose RSG mass loss rate is
that of NdJ90, but increased by a factor of 2
(“×2” tag). All these models evolve redwards after
the main sequence, crossing only once the HR dia-
gram towards the cool side to end their life as a red
supergiants.The RSG mass loss is not large enough
to produce a bluewards track. Massive stars produce
core-collapse supernovae, so we assume that all our
models will end up as a SN. As expected, all our
canonical models end their lives as RSG stars keep-
ing a massive H-envelope, and will lead to a II-L or
II-P supernovae, according to Heger et al. (2003).

The evolutionary paths change for models with a
higher RSG mass loss rate. For “×6” models, only

the 15 M⊙ star ends up as a red supergiant. In the
rest of the models, the increase of the RSG mass loss
peels off a significant mass from the H-envelope and
triggers post-RSG evolution in stars of 18 M⊙ and
larger, which evolve bluewards through a short yel-
low and blue supergiant phase, diminishing or losing
their H-rich envelope, to become Wolf-Rayet stars
(WR). When their He-core fraction drops below 0.10
(Yc < 0.10), the stars stop their path towards the
blue and evolve to slightly cooler temperatures, de-
scribing a blue loop beyond the main sequence band.
The Wolf-Rayet stars will remain the rest of their
life on the blue side of the HRD, to finally explode
as stars with an H-poor envelope (WNL), or as an
hydrogen lacking one (WNE). Table 1 shows the su-
pernova progenitor for all our models: A18×6 model
will explode as a WNL star, whereas the A20×6

and A23×6 models end their lives as lack-of-H WNE
stars. The final supernova type will be II-L/b for the
WNL star and a SN-Ib for WNE progenitors (Heger
et al. 2003) .

All the models with extreme RSG mass loss
(“×10”) undergo post-RSG evolution to end their
lives as Wolf-Rayet stars. Only the A15×10 model
keeps a small H-envelope, ending as WNL, whereas
more massive stars end their life as more evolved
WNE stars. The mass loss was insufficient to pro-
duce a WC star (a bare core of CO).

The time that the stars spend in each post-MS
stage changes depending on the RSG mass-loss rate:
Tables 3 to 7 show the stellar lifetimes in each evolu-
tionary phase for some interesting models. We note
that the lifetime as a red supergiant decreases as the
mass-loss rate grows. This occurs because the post-
RSG evolution to bluewards is triggered when the
ratio of the mass of the envelope to that of the stel-
lar core drops to a value of 0.4-0.6 (Giannone 1967;
Meynet et al. 2015) . In our simulations, this ratio
is reached when the models lose the same amount
of their envelope mass (the mass loss rate does not
affect the size of the He core). For larger mass
loss rates, the critical ratio is attained at shorter
times. Our A18×2 model lost 5.16 M⊙ during the
RSG stage, whereas the models A18×6 and A18×10

lost 10.48 M⊙ and 10.60 M⊙, respectively, before
evolving bluewards to become WRS. The same oc-
curs for the 20 M⊙ models: the A20×2 model lost
7.23 M⊙, whereas the A20×6 and A20×10 models
lost 11.35 M⊙ and 11.39 M⊙ as RSGs to end their
lives as blue WR stars. The mass lost by quies-
cent winds during Wolf-Rayet phases is only a small
amount of the total mass (less than 5 % of the initial
mass).
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Fig. 2. Case A (vrot = 0 km s−1 ): Set of evolutionary tracks for stars in the range 15-23 M⊙, from the ZAMS up to the
exhaustion of carbon in the stellar core. The left panel shows the evolution using a mass-loss rate of Nieuwenhuijzen
& de Jager (1990) increased by a factor of 2 during the red supergiant phase (“×2” models). The squares indicate the
position of galactic RSG observed by Levesque et al. (2005). Models displayed in the central panel are calculated with
RSG mass-loss rate enhanced by a factor of 6 (“×6”) and in the right panel they are enhanced by a factor of 10 (“×10”).
Note that the differences in the evolutionary tracks come only from the enhancement of the RSG mass loss rates.

We must remember that the wind blown mass,
the duration of each evolutionary phase and the final
stage of the stellar evolution have a strong influence
not only on the final core-collapse supernova explo-
sion, but also on the evolution and morphology of
the circumstellar medium.

Table 1 shows the pre-supernova properties of
non-rotating models. The symbols have the usual
meaning: “Mfin” and “Rfin” refer to final mass and
radius, “Ys” is the He fraction on the surface, “Tc”
is the stellar core temperature and the “pre-SN” col-
umn refers to the supernova progenitor type. Note
that a 15 M⊙ single non-rotating star could become
a WR star if it has an extreme RSG mass loss rate
(increased by a factor of 10 or more), so we have
found that the minimum initial mass necessary to
form a Wolf-Rayet star decreases as the RSG mass-

loss rates increase, as expected. For the rest of mod-
els we found a similar behavior.

Figure 3 shows evolutionary tracks for rotat-
ing stars (Case B). As expected, stellar rotation in-
creases the MS lifetimes with respect to non-rotating
models, due to the increase of the core size, and its
enrichment with fresh fuel coming from the outer
layers. Stellar rotation also modifies the later evo-
lutionary paths, in comparison to the Case A mod-
els: for example, for a low RSG mass loss rate (“×2”
tag) the rotating 23M⊙ model (B23×2) evolves post-
RSG, unlike the non-rotating case.

Rotational mixing also modifies the chemical
composition of the stellar surface, more efficiently
bringing nucleosynthesis products from the core to
the surface. The outer envelopes of rotating models
are slightly He-enriched, even during the MS, favor-
ing the formation of WR stars and causing rotat-
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Fig. 3. Case B (vrot = 100 km s−1 ): Set of evolutionary tracks from the ZAMS up to the exhaustion of carbon in the
core, for rotating stars with masses in the range 15-23 M⊙. The left panel shows the evolution using the mass-loss rate
of Nieuwenhuijzen & de Jager (1990) increased by a factor of 2 during the red supergiant phase (“×2” models). The
central panel models are calculated with RSG mass-loss rates enhanced by a factor of 6 and the right panel is calculated
with mass-loss rates enhanced by a factor of 10 in RSG. Due to numerical difficulties the 23 M⊙ models were only
evolved until He core exhaustion.

ing stars to end their lives with a higher surface He
abundance, or even as WC/WO stars. This enriched
material is wind-blown away from the star, impact-
ing the chemical evolution of the surrounding stellar
gas.

All our models will end up as supernova progen-
itors, but rotation often changes their mass, radius
and/or color, in comparison to Case A models, as
shown in Table 2. We observe that the pre-SN lu-
minosity increases compared to non-rotating models,
yielding more evolved progenitors, as a consequence
of the higher rotational mass loss and mixing.

4.2. Circumstellar Medium

The evolution of the circumstellar gas strongly
depends on the stellar evolution, through stellar
wind properties such as the mass loss rate, velocity,
and temperature. These properties change dramat-

ically depending on the evolutionary phase, causing
the dynamical behaviour of circumstellar gas to be
quite distinctive in each stage. In this section we will
describe the formation of shells and bubbles around
the star as a consequence of the variation of the mass
loss rate and wind velocity in the course of stellar
evolution.

Main Sequence Stage: The evolution of circum-
stellar gas in all our models is qualitatively the same
during the main sequence; only in the physical di-
mensions of the sculpted structures and the val-
ues of physical parameters vary. During the main
sequence, a massive star blows a hypersonic wind
(≈ 2 − 3 × 103 km s−1 ) that collides with the cold
ISM leading to the formation of a double shock struc-
ture: an outer shock traveling outwards (in the star’s
reference frame) colliding with the ISM and a reverse
shock that separates the free blowing wind from the
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TABLE 1

PRE-SUPERNOVA PROPERTIES OF NON-ROTATING STELLAR MODELS (CASE A)

Model tlife(yrs) Mfin/M⊙ Rfin/R⊙ Teff (K) logL/L⊙ Ys Tc(10
8 K) pre-SN

star

A15×2 12 717 026 12.0 538.0 4 143 4.89 0.295 13.0 RSG

A15×6 12 716 338 6.2 574.0 4 000 4.88 0.295 13.0 RSG

A15×10 12 724 001 5.2 13.2 25 275 4.80 0.677 12.5 WNL

A18×2 10 232 270 12.5 708.0 4 061 5.09 0.310 15.1 RSG

A18×6 10 219 431 6.8 8.8 36 040 5.07 0.707 12.0 WNL

A18×10 10 225 965 6.4 3.1 59 364 5.04 0.976 17.8 WNE

A20×2 8 910 644 12.4 807.5 4 019 5.19 0.300 15.0 RSG

A20×6 8 909 797 7.6 5.0 50 129 5.16 0.782 15.1 WNE

A20×10 8 913 075 7.4 3.2 62 010 5.14 0.936 12.0 WNE

A23×2 7 684 136 12.6 933.5 4 026 5.32 0.314 15.1 RSG

A23×6 7 684 127 8.9 3.0 68 942 5.27 0.987 12.5 WNE

A23×10 7 689 342 8.6 2.9 69 027 5.25 0.987 13.0 WNE

TABLE 2

PRE-SUPERNOVA FEATURES OF ROTATING STELLAR MODELS (CASE B). Vrot = 100 km s−1

Model tlife(yrs) Mfin/M⊙ Rfin/R⊙ Teff (K) logL/L⊙ Ys Tc(10
8 K) p-SN

B15×2 12 972 695 11.7 599.2 4 070 4.95 0.301 15.0 RSG

B15×6 12 951 069 5.7 598.2 4 030 4.93 0.305 11.6 RSG

B15×10 12 957 966 5.1 22.6 20 753 4.93 0.663 12.2 WNL

B18×2 10 299 185 11.6 811.1 3 950 5.16 0.316 10.7 RSG

B18×6 10 347 978 6.6 8.3 39 283 5.17 0.770 19.1 WNE

B18×10 10 386 567 5.9 2.4 71 123 5.11 0.986 15.3 WNE

B20×2 9 186 509 10.4 1009.0 3 900 5.29* 0.318 11.6 RSG

B20×6 9 255 333 6.8 2.0 81 313 5.19 0.985 17.0 WNE

B20×10 9 253 252 6.5 2.1 80 222 5.21 0.985 16.5 WNE

B23×2 7 965 195 9.4 26.3 25 429 5.42* 0.708 6.6 WNL

B23×6 8 010 574 7.6 0.6 152 871 5.21 0.980 4.9 WNE

B23×10 8 019 565 7.4 0.7 144 412 5.22 0.978 5.4 WNE

shocked one. This reverse shock advances inwards
leaving a hot and initially isobaric region of shocked
stellar wind (called stellar bubble) surrounding the
free wind zone. The bubble region is pressure domi-
nated, and has high temperatures and low densities
(T ≈ 107 K, ρ ≈ 10−28 g cm−3 ).

In the main sequence, the mass loss rate is ap-
proximately 10−7 − 10−8 M⊙ yr−1 , and increases
slightly with time, as a function of the effective stel-
lar radius and luminosity. The wind velocity drops in
an opposite way, as shown in Figure 4 for the A18×6
model. The kinetic energy of the free blowing wind is

converted into thermal energy inside the stellar bub-
ble, which progressively grows in size. The external
shock pushes an overdense shell of swept interstel-
lar material (called MS shell), which surrounds the
bubble (Weaver et al. 1977).

As the bubble grows, we observe the appearance
of turbulence as a consequence of pressure and den-
sity fluctuations (Dwarkadas, 2007). The dense MS
shell shows shear instabilities due to variations in
the shock front position, maybe as a result of the ini-
tial perturbations in our simulations, or due to Vish-
niac instabilities in radiative shells (Ryu & Vishniac,
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TABLE 3

WIND PROPERTIES OF THE A15×2 MODEL

Stage ∆t log Ṁ ∆M v∞
(Myr) (M⊙ yr−1) (M⊙) (km s−1)

MS 11.997 −7.93 0.14 2200

RSG 0.699 −5.38 2.89 35

Note: ∆t refers to the duration of the stage, log Ṁ is
the logarithm of the mass loss rate, ∆M is the mass
lost during each phase and v∞ is the average velocity of
stellar wind. Same notation for Tables 4, 5, 6 and 7.

TABLE 4

WIND PROPERTIES OF THE A15×10 MODEL

Stage ∆t log Ṁ ∆M v∞
(Myr) (M⊙ yr−1) (M⊙) (km s−1)

MS 12.017 −7.93 0.14 2200

RSG 0.428 −4.66 9.28 35

YSG/LBSG 0.217 −5.83 0.32 800

WNL 0.061 −5.74 0.11 2000

TABLE 5

WIND PROPERTIES OF THE A18×6 MODEL

Stage ∆t log Ṁ ∆M v∞
(Myr) (M⊙ yr−1) (M⊙) (km s−1)

MS 9.723 −7.53 0.29 2265

RSG 0.318 −4.48 10.48 30

YSG/LBSG 0.082 −5.59 0.21 800

WNL 0.080 −5.51 0.25 2100

TABLE 6

WIND PROPERTIES OF THE A20×6 MODEL

Stage ∆t log Ṁ ∆M v∞
(Myr) (M⊙ yr−1) (M⊙) (km s−1)

MS 8.483 −7.41 0.33 2300

RSG 0.209 −4.27 11.35 25

YSG/LBSG 0.004 −4.76 0.07 900

WNL 0.127 −5.47 0.43 2800

WNE 0.073 −5.56 0.20 2000

1987). However, these instabilities grow slowly as
the MS shell expands, and they do not fragment the
shell, or affect its sphericity; this is the CSM struc-
ture where the RSG will expand afterwards. Table 8

TABLE 7

WIND PROPERTIES OF THE B20×2 MODEL

Stage ∆t log Ṁ ∆M v∞
(Myr) (M⊙ yr−1) (M⊙) (km s−1)

MS 8.531 −7.41 0.33 2300

RSG 0.642 −4.84 9.27 20

Fig. 4. Plots of typical stellar mass loss rate (top) and
wind velocity (bottom) as a function of time for the
A18×6 model. The main sequence, red supergiant and
Wolf-Rayet phases are clearly distinguishable. These
data were used as input for the circumstellar hydrody-
namic simulations.

shows the final position of MS shells at pre-SN time
for RSG supernova progenitors.

Red Supergiant Stage: After the main sequence,
all our models evolve toward the cool side of the
HRD to become a red supergiant. The mass
loss rate increases and the RSG wind becomes
denser and slower, with velocities fluctuating be-
tween ≈ 10-160 km s−1 . Ram pressure of the dense
RSG wind eventually balances the thermal pressure
of the hot main sequence bubble, and a termination
shock is formed. The RSG wind is decelerated and
piles up into the shock to build a second shell (RSG
shell) which expands at low velocity (≈ 5 km s−1 ).
The outer edge of the RSG shell presents Rayleigh-
Taylor instabilities (Dwarkadas 2007), and we could
observe the growth of RT “fingers” that, in some
cases, extend far: up to 1-2 pc beyond the shell. Fig-
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Fig. 5. Top: Logarithm of the circumstellar gas den-
sity ( g cm−3 ) of the A15×2 model at the presupernova
stage (t = 12, 717, 026 yrs). The initial density of the
ISM is n = 100 cm−3 and the grid has dimensions of
200×90 cells in r × θ direction, corresponding to a phys-
ical distance of 12 pc in radial extension (0.075 pc/cell)
and 90 degrees in latitude (1 deg/cell). Stellar equa-
tor is on the x-axis. The main sequence shell has a ra-
dius of ≈ 10.8 pc. An unstable RSG shell appears at
a distance of r ≈ 1.2 pc from the star. Note the pres-
ence of “Rayleigh-Taylor” fingers. The RSG wind and
shell have a combined mass of 2.9 M⊙. Labels on y-axis
indicate the r-cell number in our simulation. Bottom:

Same representation for the A15×10 model at pre-SN
(t = 12, 724, 001 yrs). The MS shell encloses the hot
bubble with a turbulent structure. The RSG shell and
the WR shells previously built have already merged with
the outer MS shell before the SN explosion. The color
figure can be viewed online.

ure 5 (top), shows the pre-supernova circumstellar
medium around a typical RSG star (model A15×2);
we note the MS shell with a radius of 10.8 pc enclos-
ing the hot and rarefied stellar bubble. Inside the

TABLE 8

FINAL POSITION OF STELLAR SHELLS FOR
RSG SUPERNOVA PROGENITORS

Model RSG shell MS shell

radius (pc) radius (pc)

A15×2 1.2 9.8

A15×6 2.3 9.8

A18×2 1.7 13.1

A20×2 3.2 13.9

A23×2 3.6 15.0

B15×2 2.0 11.0

B15×6 3.0 11.0

B18×2 2.3 13.5

B20×2 3.0 13.8

bubble, near to the star, we observe an unstable RSG
shell with a radius of r ≈ 1.2 pc. This CSM configu-
ration is the same for all models that end their lives
as red supergiants, only the position of the MS and
the RSG shells vary, due to the difference of the stel-
lar phase’s lifetimes, and of the injected mechanical
luminosity. Table 8 shows the position of the MS
and the RSG shell at the pre-supernova stage for
our RSG supernova progenitor models. The pre-SN
circumstellar medium consists of a dense and free
streaming RSG wind with a profile ρ ∝ r−2, inside
an unstable and massive RSG shell. The hot MS
bubble remains beyond the RSG shell bordered by
the shocked MS shell. This will be the circumstel-
lar medium, where the supernova blast wave will ex-
pand, producing a SNII-L or SNII-P lightcurve. The
circumstellar medium pre-supernova for some typi-
cal RSG progenitors is shown in Figure 5 (top) and
Figure 9.

Wolf-Rayet Stage: Some of our models in-
clude post-RSG evolution7. These stars shed
the H-envelope to become Wolf-Rayet stars that
blow a less dense and faster wind (of order
2500− 3000 km s−1 ), whereas the star evolves
back to the blue side of the HRD, to finally explode
as supernova.

At the onset of the Wolf-Rayet phase, the fast
wind sweeps the previous slow RSG wind forming
a miniature version of the MS bubble: differences

7We should point out that after the RSG stage we keep
the multiplied mass loss rate, maybe this carries the star to
the HRD blue side. In their evolution between RSG to WR,
the stars loose less than 1% of their initial mass (except for
15 M⊙ models, that loses up to 3 %), the transitional stage
being shorter as the initial mass and mass loss rate grows.
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Fig. 6. Logarithm of gas density ( g cm−3 ) surround-
ing a star of 18 M⊙ (model A18×6) at a time of
10,110,512 yrs. The grid (200 × 90 cells) has a radial
length of 15 pc (0.075 pc/cell) and 90 degrees in latitude
(1 ◦/cell). Three shells are formed during the entire evo-
lution of the star: near to the star is the fast WR shell
at r ≈ 1.9 pc bordered by the dense RSG wind and the
RSG shell at a position of ≈ 3 pc. Between this and the
outer MS shell (rMS ≈ 12.8 pc) a hot pressure dominated
bubble with a slightly turbulent structure is formed. The
color figure can be viewed online.

in velocity in the transition zone result in a rarefac-
tion wave, possibly accompanied by a shock (Georgy,
Walder et al. 2013), and build-up in the inter-
face a new WR shell expanding with high velocity
(≈ 100 km s−1 ). This fast WR shell is Rayleigh-
Taylor unstable, and presents a filamentary struc-
ture.

In Figure 6, we show the shell formed near
the star in the WR phase for the A18×6 model
(r ≈ 1.7 pc) bordered by the dense RSG wind zone
and the previous RSG shell (r ≈ 3.0 pc). Eventually,
the fast WR shell will strongly collide with the slower
RSG shell, and both shells will merge and break up
in some zones, forming clumps and tails of dragged
material, which travel outwards into the interior of
the MS bubble, spreading the WR+RSG shell de-
bris in an asymmetrical manner. The stellar bubble
has a turbulent structure with dense knots and ir-
regular tails expanding into it. Depending on the
time remaining until the final core collapse, the fin-
gers and knot debris could reach the outer MS shell
to stop and/or merge into it. This is important for
the morphology of the circumstellar medium at the
pre-supernova stage.

The circumstellar medium for WR progenitors is
shown in Figures 5 (bottom), 7, and 8, for three

Fig. 7. Logarithm of gas density ( g cm−3 ) surround-
ing a star of 18 M⊙ (model A18×6) at pre-SN stage
(t = 10, 219, 431 yrs). The physical dimensions are the
same than Figure 6. The MS shell has a radius of
≈ 12.8 pc surrounding a turbulent hot bubble with some
knots of dense debris from the former RSG + WR shell
(broken by their collision). The debris spreads from 6 to
8 pc. Note the high turbulence inside the hot bubble.
The color figure can be viewed online.

different cases of interest. Figure 5 (bottom) cor-
responds to the A15×10 model which ends life as
a WNL star, after following the next evolutionary
path:

MS → RSG → LBSG → WNL → SN IIL/b .

During the evolution of this star, we observe the
formation of the MS, RSG, and WR shells. As
presupernova, the outer MS shell has a radius of
r ≈ 10.8 pc. The fast WR shell has already col-
lided with the previous RSG shell, breaking both and
traveling outwards; the debris are spread into the hot
stellar bubble. This fragmented material reaches the
MS shell, merges with it and in some cases bounces
back.

The presupernova medium for this first case con-
sists of a zone of a fast WR wind, that blows into an
anisotropic and slightly turbulent hot bubble, where
the pressure and density vary from point to point.
The interaction of the SN blast wave with this turbu-
lent medium will be highly wrinkled, with the trans-
mitted and reflected wave shocks traveling outward
at slightly different velocities (Dwarkadas 2007).

As second case of interest, Figure 7 shows the
presupernova medium of the A18×6model. This star
follows a similar evolutionary path, ending its life as
a SN IIL/b. During the evolution, the star develops
its MS, RSG andWR shells. The last two also collide
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Fig. 8. Logarithm of gas density ( g cm−3 ) of the
CSM for the A20×6 model at pre-supernova stage
(t = 10, 272, 006 yrs). The dimensions are the same as
in Figure 6. The WR shell has collided and merged with
the former RSG shell, both dissipating into the hot wind
shocked bubble. Most of the mass of these shells has
merged with the outer MS shell. The color figure can be
viewed online.

and break up just as before. However, in this case
the time between the onset of the WR shell and the
supernova explosion is too short and the collisional
debris traveling outwards (WR + RSG shell) do not
have enough time to reach the outer MS shell. As a
result, the CSM presupernova for this case consists
of the free WR wind still carrying the shell debris
dense knots (ρ ≈ 10−22 g cm−3 ) traveling outwards
with low velocities. We can see the complex veloc-
ity field in the regions of free WR wind, the dense
WR+RSG shell debris and an aspherical termination
shock. The interaction of the supernova shock wave
with the densest zones will result in an increased
temperature of the X-rays, and in optical emission
of the knots (Dwarkadas 2005) at different times, due
to their uneven positions.

Figure 8 shows the presupernova CSM of the
model A20×6. The evolutionary path is similar to
the previous cases, except for the supernova progen-
itor stage:

MS → RSG → LBSG → WNL → WNE → SN Ib .

The interaction of the supernova blast wave with
the CSM will be similar to the first case (A15×10
model), but with a more turbulent medium. How-
ever, the SN ejecta will be hydrogen lacking, leading
to a very different chemical return into the circum-
stellar gas.

Fig. 9. Logarithm of gas density ( g cm−3 ) of the
CSM at pre-SN of the B20×2 model at pre-supernova
(t = 9, 186, 509 yrs). The RSG shell has a radius of
3 pc. Note the presence of large “Rayleigh-Taylor” fin-
gers formed in the outer edge of the decelerated RSG
wind. The color figure can be viewed online.

5. DISCUSSION AND CONCLUSIONS

In this work, we have built numerical models of
stellar evolution and circumstellar gas dynamics for
single stars with initial masses of 15, 18, 20 and
23M⊙ (rotating and non-rotating) to explore the im-
pact of increased mass loss rates in the RSG phase.
We found that the stellar evolution post-RSG (if
any) is fully determined by the RSG mass-loss rate,
also having a strong impact on the gas distribution
around the star at pre-supernova time.

We found that an extreme RSG mass-loss has a
strong impact mainly on:

•Post-RSG stellar evolution. Canonical models
of stellar evolution predict that all massive stars with
masses smaller than ≈ 25 M⊙ will end their lives as
RSG stars, producing a supernova explosion of type
SNII-P, or even a SNII-L. In agreement with this,
our “canonical” simulations (“×2” models) end their
lives as RSG stars, except for the rotational model
of a 23 M⊙ star (B23×2) where the rotational in-
ternal mixing favors post-RSG evolution bluewards.
When we increased the RSG mass-loss rate by a fac-
tor of 6, the stellar evolutionary tracks were differ-
ent, presenting post-RSG evolution to blueward for
stars with lower masses, which is in agreement with
other authors (Salasnich et al. 1999; Ekström et al.
2012). Our 18, 20 and 23 M⊙ stars evolve blue-
wards after the RSG stage to become Wolf-Rayet
stars. We noted that a consequence of increasing
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the RSG mass-loss rate is a lower minimum mass
limit for the formation of a Wolf-Rayet star (for sin-
gle stars).

The models with an RSG mass-loss rate increased
by a factor of 10 (“×10” models) further decrease the
lower mass limit to develop post-RSG evolution. In
this case, even a 15 M⊙ star becomes a WR star.
Extreme RSG mass-loss is also a possible channel
for the formation of low luminosity WR stars from
stars evolving away from their RSG phase, at lower
masses than predicted by models with a standard
mass loss rate.

•The lifetime that the star spends in each evo-
lutionary stage and the chemical yields. The time
spent by the star in each evolutionary stage is
strongly influenced by the RSG mass-loss rate, but
the total stellar lifetime seems not to depend on it.
Larger RSG mass-loss rates modify the time that the
star spends in the red and blue zones of the HRD
during the He-main sequence, shortening the RSG
and the YSG-LBSG stages, and lengthening in some
cases the duration of the Wolf-Rayet phase. This
behavior has a strong impact on the blue to red su-
pergiant (B/R) ratio: a shorter RSG phase combined
with an increase in the WR lifetime leads to a B/R
ratio that grows with higher RSG mass loss rates.

Larger RSG mass-loss rates also contribute to
the metal enrichment of the circumstellar medium
by favoring the subsequent evolution to WR stars.
Surface abundances of (post-RSG) WR stars are en-
riched with He-burning products and their stellar
winds change the metals proportion of the chemi-
cal composition of the CSM gas bubble and shells.
Lowering the mass limit to form WR stars causes
a more efficient return of enriched material into the
ISM affecting the chemical evolution of the galaxies
in a new way.

•Supernova progenitor and SN type. Increasing
RSG mass-loss plays a dominant role in determin-
ing the outcome stellar evolution, and even modifies
the type of SN progenitor. Our simulations with
a standard mass loss end their lives as red super-
giants (SNIIP), but the largest RSG mass-loss rates
cause the red supergiant phase to become only a
transition phase, and triggers extended blue loops
to form Wolf-Rayet stars that will end their lives
as supernovae of type IIL/b or Ib. An increase in
the RSG mass-loss rate causes stars to be supernova
progenitors for masses as low as 15 M⊙ (with ex-
treme RSG mass-loss rate and rotation), lowering
the mass that we expect for a star to explode in the
blue side of the HRD. This could explain the lack
of observed supernova progenitors of Type II-P with

masses M ≥ 15 − 17 M⊙ due to the strip-off of
their H-rich envelope before the explosion. This is a
crucial point to understand the “RSG problem”.

Note that even though all our models end their
lives as red (RSG) or blue (WR) supernova progeni-
tors, none of them explodes as a YSG or LBSG stars.
This behavior contradicts other authors (Meynet et
al. 2015) who also study the increase of the RSG
mass-loss for massive stars. They find that none of
their models become WR stars despite their higher
RSG mass-loss rates; their RSG stars usually lose
less mass during their red stage but the final models
are less massive than ours (for non-rotating simula-
tions).

•The circumstellar medium. Stellar evolution
has a strong impact on the interstellar gas dynam-
ics through the amount of lost mass and the wind
velocity. Both quantities are set in the evolutive
stage. The blown wind sculpts the surrounding gas,
leading to the formation of distinctive bubbles and
shells. Canonical models predict that 15− 23 M⊙

stars will end their lives as red supergiants sur-
rounded by a dense and slow wind, and enclosed
by a massive RSG shell lying at different distances
from the star (depending on the mechanical luminos-
ity during the RSG phase). However, in our models
we found that this canonical behavior deviates when
the stellar evolutionary path changes. By increasing
the RSG mas-loss rate we found that 18 M⊙ stars
(or even 15 M⊙ with extreme mass loss) are able
to become WRs and explode as supernova in this
phase. Unlike the RSG case, the Wolf-Rayet star
develops a fast third shell that collides and breaks
the former RSG shell, spreading their coupled de-
bris into the wind-blown bubble. The turbulence
inside the bubble leads to an inhomogeneous distri-
bution of the stellar material and of the chemical
species. This turbulence is the former circumstellar
medium around the Wolf-Rayet progenitors, except
for one case, where the time between the WR on-
set and the supernova event is too short, and the
RSG+WR clumps are still near the star at the mo-
ment of the supernova explosion. This will change
the supernova blast wave dynamics and may show
strong lines of He and N from the knots being pho-
toionized or shocked by the supernova front.

RSGs are pulsationally unstable during a part
of their lifetimes (Yoon & Cantiello 2010), perhaps
playing a key role in driving strong mass loss in an
episodic way. We have explored this scenario and
found that massive ejections in the RSG phase are
swept away by the intense WR wind. This behavior
will be investigated in a forthcoming paper.
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We have shown that larger mass-loss rates dur-
ing the RSG stage modify the stellar evolution for
stars with the same initial mass, rotational veloc-
ity and metallicity. We found that the evolution of
massive stars (15 to 23 M⊙ ) depends on the initial
mass, metallicity, rotational velocity and RSG mass-
loss rate. The gas dynamics of their circumstellar
medium also changes, because it is tightly bound to
the stellar evolution, so that the distribution of den-
sity, temperature, velocity field and chemical com-
position at the pre-supernova stage vary with the
RSG mass-loss rates, even for the same initial stellar
mass. We note that the global appearance of CSM
for a specific type of SN progenitor star is not unique,
because the gas dynamics is also strongly affected by
the duration of each evolutionary stage in the star’s
life.
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ABSTRACT

Minimizing fuel consumption in space travels is becoming increasingly impor-
tant for spatial development. In the present paper, the fuel consumption in orbit
transfers (without gravitational assistance) is minimized, where a spacecraft per-
forms a change from an orbit around the Earth to another one around a different
celestial body. Two methods are presented: one of immediate transfer and another
with wait time. Minimizing is done by solving a nonlinear system, obtained by
applying Lagrange multipliers to the equation modelling the keplerian system, and
using the seeds coming from the particle swarm algorithm to execute the New-
ton’s method. Numerical simulations with real values were made to compare these
methods with the Hohmann transfer and data from the specialized literature.

RESUMEN

La minimización del gasto de combustible en los viajes espaciales es cada d́ıa
más importante para el desarrollo espacial. En el presente trabajo se minimiza
el gasto de combustible en transferencias de órbita (sin asistencia gravitacional),
donde se ejecuta un cambio de órbita de una nave alrededor de la Tierra a una órbita
alrededor de otro cuerpo celeste. Se presentan dos métodos, uno de transferencia
inmediata y otro con tiempo de espera. La minimización se hace resolviendo un
sistema no lineal que aparece después de aplicar multiplicadores de Lagrange a
las ecuaciones que modelan el sistema kepleriano, usando las semillas que vienen
del algoritmo de enjambres de part́ıculas para ejecutar el método de Newton. Se
hicieron simulaciones numéricas con valores reales para comparar estos métodos con
la transferencia de Hohmann y los datos que aparecen en la literatura especializada.

Key Words: celestial mechanics — methods: numerical — planets and satellites:
fundamental parameters — space vehicles

1. INTRODUCTION

Recently, authors such as (Gang et al. 2014; Shan
et al. 2014; Zotes et al. 2012) have given important
contributions to the study of spatial trajectory op-
timization. The latter have considered a geometric
method with results far from those presented in this
article, by having a large flight time with a ∆v sim-
ilar to ours.

Thus, to minimize fuel consumption in the accel-
eration ∆v [as in (Sharaf & Saad 2016)], the present
article considers the methods proposed in Leeghim

1School of Exact Sciences and Engineering, Sergio Ar-
boleda University, Bogotá, Colombia.

2Department of Mathematics, University of the Andes, Bo-
gotá, Colombia.

3Institute of Mathematics and Statistics, Federal Univer-
sity of Goiás, Goiania, Brazil.

(2013), which are variations of the Lambert problem,
with neither direction of motion in a plane nor the
time t of the transfer at the beginning given; both
are calculated. Another difference of our approach
is the obtainment of the wait time t1 (Vallado 1997),
where the interceptor does not leave its initial orbit
until the relative positions of the bodies are conve-
nient. This is presented in § 2.

The problem becomes a constrained optimization
system. Its direct solution leads to several systems of
nonlinear equations (9 equations as in § 3, 11 equa-
tions as in § 4). The solution method, presented in
§ 5 (Newton’s method) needs an appropriate start-
ing point (seed). This seed is usually found from an
exhaustive model that takes a long time to locate a
suitable value (grids). Therefore, an heuristic tech-
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178 ECHEVERRY & VILLANUEVA

nique, the particle swarm optimization presented in
§ 5.1, is used to approximate the seed in a reason-
able time. Such methods were applied to trips with
real data in the solar system and are presented in
§ 6. The results of the first case (immediate transfer)
were compared with information released from mis-
sions of several space agencies in Villanueva (2013)
and here the two problems are compared with the
data shown in Kemble (2006), who deals with the
Lambert problem directly from a geometric point of
view.

2. PRELIMINARIES

The two-body problem (Keplerian) described in
Bate (1971) was considered. The equation

~̈r(t) = − µ

|~r(t)|3~r(t) (1)

models the dynamic of the system, with µ = GM .
The position of the particle on an ellipse is ~r(t) =
[x1(t), x2(t)], such that

x1(t) = a(cosE(t)−ǫ), x2(t) = a
√

1− ǫ2 sinE(t),

where a is the semi-major axis, ǫ the eccentricity, E
the eccentric anomaly. Using the fact that the norm
of the angular momentum of the particle is constant
we get

Ė =

√
µ

a3/2(1− ǫ cosE)
,

and therefore Kepler’s equation is obtained:

E(t)− ǫ sinE(t) =

√
µ

a3/2
(t− t0) = M, (2)

where M is the mean anomaly (Bate 1971). To find
a solution E for Kepler’s equation (2) at any time
normally Newton’s method is used, but it does not
converge or converges too slowly when ǫ ≈ 1 (Elipe
et al. 2017). From Danby (1962, p. 168) we use
Taylor’s expansion in (2) to derive the equations of
the dynamics related to the problem for any type of
trajectory (classical curves). Then

√
µ(t−t0)= a3/2

[

E − ǫ
(

E − E3

3! + E5

5! − E7

7! + · · ·
)]

= (a3/2(1− ǫ)E) + ǫ
(

(
√
aE)3

3! − 1
a
(
√
aE)5

5!

+ 1
a2

(
√
aE)7

7! − · · ·
)

.

With x =
√
aE, we obtain

Fig. 1. Description of the first problem.

√
µ(t−t0)=(a(1−ǫ)x)+ǫ

(

x3

3!
− 1

a

x5

5!
+

1

a2
x7

7!
− · · ·

)

.

This equation accepts any value of ǫ and a 6= 0.
Therefore, using the fact r = a(1 − ǫ cosE), (Bate
1971, p. 187), and with the expression of Ė, an

universal variable, x ∈ R is defined as ẋ :=
√
µ

r .
So, the following expressions are obtained for t

and r (Bate 1971) using equation (1), integrating
the universal variable as

√
µdt = rdx:

√
µt= a

(

x−√
a sin

(

x√
a

))

+ 〈~r0,~v0〉√
µ a

(

1− cos
(

x√
a

))

+r0
√
a sin

(

x√
a

)

, (3)

r=a+a

[ 〈~r0, ~v0〉√
µa

sin

(

x√
a

)

+
(r0

a
− 1

)

cos

(

x√
a

)]

.

Since the initial position and velocity vectors ~r0
and ~v0 are linearly independent, and having ~r, and
~̇r = ~v in the same plane, the vectors of position and
velocity are expressed in terms of the initial vectors
and the universal variable (Bate 1971):

~r(t) = f~r0 + g~v0, ~v(t) = ḟ~r0 + ġ~v0. (4)

3. PROBLEM STATEMENT

The target travels in its own orbit, and the in-
terceptor orbits around the Earth. To calculate
the orbit to be taken by the interceptor to fly by
the target the initial position and initial velocity of
the interceptor ~r0, ~v0 and the target ~R0, ~V0 are re-
quired. We look for the minimum change of velocity
∆~v0, ~vtransfer = ~v0 +∆~v0, allowing overflight to be
achieved. See Figure 1.
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Fig. 2. Description of the second problem.

Using equation (3), let A and X be the semi-
major axis and the universal variable, respectively,
associated with ~R, and a and x the semi-major axis
and the universal variable, respectively, associated
with ~r (in the orbit transfer). The following func-
tions modelling the movement of the two bodies in
the solar system are defined:

η1=A
(

X−
√
A sin

(

X√
A

))

+ 〈~R0,~V0〉√
µ A

(

1− cos
(

X√
A

))

+R0

√
A sin

(

X√
A

)

−√
µt,

η2=a
(

x−√
a sin

(

x√
a

))

+ 〈~r0,~v0+∆~v0〉√
µ a

(

1− cos
(

x√
a

))

+r0
√
a sin

(

x√
a

)

−√
µt.

We call ~ηs := (η1, η2). Let ~R and ~r be the
positions of the target and the interceptor, respec-
tively, shown in equation (4) and let the functional
J = 1

2∆~vT0 ∆~v0. Then we have the following opti-
mization problem:

• Minimize J(∆~v0).

• Restricted to ~ηs(X,x, t,∆~v0) = 0 and

(~R− ~r)(X,x, t,∆~v0) = 0.

To solve the problem, Lagrange multipliers are
used in the following functional:

Hs = J(∆~v0) + ~λT ~ηs + ~φT (~R− ~r),

where ~λ ∈ R
2 and ~φ ∈ R

3.

After setting ∇Hs = 0 as Leeghim (2013), we
obtain the following system of nonlinear equations:

~fs =



















































~ηs = (η1, η2) = 0,

~R− ~r = 0,

~φT
[(

∂ ~R
∂X − ∂~r

∂x

)

+ r√
µ

(

∂ ~R
∂t − ∂~r

∂t

)]

= 0,

∂J
∂∆~v0

+ 1
r
~φT ∂~r

∂x
∂η2

∂∆~v0

− ~φT ∂~r
∂∆~v0

= 0.

(5)

4. WAIT TIME

From Vallado (1997, p. 318) the wait time for
planar and circular orbits is given by

t1 =
θ − θi + 2kπ

W − w
,

where θi and θ are the initial and final angles (after

t1) between ~R and ~r, and w and W are the angular
speeds of the interceptor and the target, respectively.
In this paper we calculate t1 (the wait time), which is
one of the results of the problem to be minimized for
any kind of transfer orbit (in space) and maintains
the same functional to be minimized. See Figure 2.

Let ~ηc = (η1, η2, η3) such that:

η1=A
(

X−
√
A sin

(

X√
A

))

+ 〈~R0,~V0〉√
µ A

(

1− cos
(

X√
A

))

+R0

√
A sin

(

X√
A

)

−√
µt,

η2=a0

(

x1−
√
a0 sin

(

x1√
a0

))

+ 〈~r0,~v0〉√
µ a0

(

1−cos
(

x1√
a0

))

+r0
√
a0 sin

(

x1√
a0

)

−√
µt1,

η3=a
(

x−√
a sin

(

x√
a

))

+ 〈~r1,~v1+∆~v1〉√
µ a

(

1−cos
(

x√
a

))

+r1
√
a sin

(

x√
a

)

−√
µ(t− t1),

where η1 is the equation of motion of the target,
η2 the equation of motion for the interceptor in its
initial orbit during the wait time, and η3 is the equa-
tion of motion of the interceptor after the wait time.
Then we have a problem similar to the previous one:

• Minimize J(∆~v1).

• Restricted to ~ηc(X,x1, x, t, t1,∆~v1) = 0 and

(~R− ~r)(X,x1, x, t, t1,∆~v1) = 0.
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Where J = 1
2∆~vT1 ∆~v1. Therefore, the new func-

tional is:

Hc = J(∆~v1) + ~λT ~ηc + ~φT (~R− ~r),

where ~λ, ~φ ∈ R
3.

The system we obtain after setting ∇Hc = 0 as
Leeghim (2013) is:

~fc =







































































~ηc = 0,

~R− ~r = 0,

~φT
[(

∂ ~R
∂X − ∂~r

∂x

)

+ r√
µ

(

∂ ~R
∂t − ∂~r

∂t

)]

= 0,

∂J
∂∆~v1

+ 1
r
~φT ∂~r

∂x
∂η3

∂∆~v1

− ~φT ∂~r
∂∆~v1

= 0,

~φT
[

1
r

(√
mu
r1

∂η3

∂x1

+ ∂η3

∂t1

)

∂~r
∂x−

(√
mu
r1

∂~r
∂x1

+ ∂~r
∂t1

)]

=0.

(6)

5. SOLUTION METHOD

To find the roots of the systems (5) and (6) we use
Newton’s multivariate method (Bate 1971; Leeghim

2013). That is, we want to calculate ~f(x) = 0 using

~yn = ~yn−1 − (J~f (yn−1))
−1 ~f(yn−1),

where J~f is the Jacobian matrix of ~f .
The variables of the first problem are
~ys = (X,x, t,∆~v0, ~φ) ∈ R

9 and the second one

has ~yc = (X,x1, x, t1, t,∆~v1, ~φ) ∈ R
11.

For each case presented in § 6, it was necessary to
find a seed (an initial value for Newton’s method).
However, this seed must be very close to the solu-
tion for the method to converge (Local Convergence
Theorem). Given the importance of calculating the
seed, we used the following heuristic method to ap-
proximate the solutions, which gave us very good
results.

5.1. Particle Swarm Optimization

Particle Swarm Optimization (PSO) can be
found in Kennedy et al. (1995); Clerc (2002); Par-
sopoulos & Vrahatis (2002); Conway (2010); Hvass
(2010); Geetha et al. (2013). Let J : D ⊆ R

m → R

be the function to be optimized, then:

• N particles are randomly selected ~xi =
(xi1 , . . . , xim) ∈ D and also their initial veloci-
ties ~vi = (vi1 , . . . , vim) ∈ [0, 1]m, i = 1, . . . , N .

Fig. 3. Particle Swarm Optimization.

Then, for each iteration k:

1. We find the minimum of {J(~xj
i )}j≤k (the min-

imum in the history of the specific parti-
cle) and it is set as ~pki = ~xk

imin
for each

i = 1, . . . , N . Then we look for the minimum
of {J(~xm

i )}m≤k, i = 1, . . . , N (the minimum in
the history of the entire set of particles) and
after ~gk = ~xm

imin
.

2. The velocity vector is updated:

~vk+1
i = c1r1~v

k
i + c2r2[~p

k
i − ~xk

i ] + c3r3[~g
k − ~xk

i ],

where c1, c2, c3 ∈ (0, 2] are adjustment parame-
ters and r1, r2, r3 ∈ [0, 1] are random numbers.

3. The particles are moved to their new position:

~xk+1
i = ~xk

i + ~vk+1
i .

To solve (3) or (4) we minimized Je = ||~f || with
the PSO, looking for different points ~xpso in R

9 or
R

11. If Je ≈ 0, then we have a small region where the
solution of ~f(~x) = 0 is expected to be found. The re-
gion is defined by constructing an hyper-cube around
the point found by the PSO, and then a grid of the
region is made until Newton’s method converges to
~xnw for any of those seeds. Thus the desired solution
is obtained.

Table 1 shows the efficiency of the PSO in the
search for critical points in large regions (such as
R

11). Simulations were made using C and fig-
ures were obtained using Inkscape and MatLab,
with a computer Lenovo ThinkCentre E73z i5-4430s,
2.7 GHz, with Windows 7.

6. RESULTS

The methods were applied to the following prob-
lem, proposed in Vallado (1997, p. 352), which deals
with orbit transfers near Earth (Low Earth Orbit,
LEO).
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TABLE 1

RESULTS OF PSO

Processing Methods

Case Computing Time (s) Je(~xpso) # Iter (pso) Je(~xnw) # Iter (nw) ||~xpso − ~xnw||
LEO 25,94 10−4 5538 10−12 3641 1.61e−5

Mercury 2,62 0,3 241 10−12 60 2,28

Venus 1,05 0,1 313 10−12 95 0,38

Mars 0,67 0,5 72 10−12 61 0,47

Jupiter 2,63 0,5 321 10−12 36 0,71

Saturn 12,92 0,5 1804 10−12 26 0,27

Fig. 4. Transfers between Hubble (blue) - Shuttle
(black). The color figure can be viewed online.

The Hubble telescope will be released from the
space shuttle, which is in a circular orbit at 590 km
from the Earth’s surface. The relative ejection speed
(viewed from the shuttle) is [−0, 1 −0, 4 −0, 2]T m/s.
After 4 minutes, the Hubble needs to meet the shut-
tle. The change of RSW to IJK coordinates is shown
in Vallado (1997, p. 367).

After applying the algorithm, the optimal orbit
transfer without wait time has the parameters of the
first row of Table 2 (for LEO), and has universal
variables X = 136.206 and x = 136.207. With a wait
time (shown by an asterisk in Table 2), X = 651.694,
x1 = 265.476 and x = 386.215 are obtained. The
orbits are shown in Figure 4.

The Hohmann transfer gives the optimal change
of velocity in planar and circular orbits. Leeghim’s
method deals with more general orbits: elliptic and
hyperbolic; this method gives a smaller flight time.

It is also seen in Table 2 that for LEO orbits the
time of flight of the transfer with wait time decreases
32.1% with respect to the one of Hohmann. In addi-
tion, Hohmann’s change in velocity is 33.3% higher

Fig. 5. Transfers between Earth (blue) - Mercury (black).
The color figure can be viewed online.

than that with wait time, the latter evidencing sig-
nificant fuel savings.

The following examples are the orbit transfers
from Earth to the other planets of the solar system
with a launch date on January 1st, 2014.

Figure 5 shows the current positions of Earth and
Mercury for the assumed launch date, and the subse-
quent flight times. The resulting wait time is 3 days;
with this, the change of velocity is reduced by one
third and the flight time is reduced by 3 days with
respect to the calculation without wait time.

These results are better than the values obtained
in Kemble (2006, p. 50), where different launch dates
for the optimization were assumed.

Computations were done without taking into ac-
count technical constraints. For example, the fastest
space probe that NASA has launched is New Hori-

zons with a |∆~v| of 16.26 km/s relative to Earth, so
the first |∆~v| obtained without wait time is not fea-
sible for such a mission, even though the flight time
is the shortest.
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TABLE 2

APPLICATIONS

Change of Velocity

LEO t (min) |∆~v| (m/s) ∆~vî ∆~vĵ ∆~vk̂ Ignition

Leeghim 25.06 0.34 0.2 −0.27 −0.05 0

Leeghim* 71.04 0.15 0.0023 0.15 −0.01 48 min

Hohmann 48.24 0.2 · · · · · · · · · 48 min

Mercury t (d) |∆~v| (km/s) ∆~vî ∆~vĵ ∆~vk̂ Ignition

Leeghim 102 6.99 6.49 2.06 −1.61 01-01-2014

Leeghim* 99 6.96 6.53 1.8 −1.61 04-01-2014

Kemble 158 9.37 · · · · · · · · · 11-05-2012

Venus t (d) |∆~v| (km/s) ∆~vî ∆~vĵ ∆~vk̂ Ignition

Leeghim 85 20.33 20.24 −1.87 −0.05 01-01-2014

Leeghim* 142 2,42 −2.41 0.1 0.05 08-06-2014

Kemble 158 2.77 · · · · · · · · · 02-11-2013

Mars t (d) |∆~v| (km/s) ∆~vî ∆~vĵ ∆~vk̂ Ignition

Leeghim 200 3.15 −2.63 −1.13 1.25 01-01-2014

Leeghim* 207 2.99 −2.68 −0.63 −1.15 10-01-2014

Kemble 207 3.82 · · · · · · · · · 18-01-2014

Jupiter t (y) |∆~v| (km/s) ∆~vî ∆~vĵ ∆~vk̂ Ignition

Leeghim 7.19 9.69 −9.46 −1.28 0.99 01-01-2014

Leeghim* 2.22 9.39 −6.67 6.05 2.68 15-11-2016

Kemble 2.13 9.23 · · · · · · · · · 30-04-2009

Saturn t (y) |∆~v| (km/s) ∆~vî ∆~vĵ ∆~vk̂ Ignition

Leeghim 2.73 70.4 70.07 −6.34 −2.13 01-01-2014

Leeghim* 6.21 10.25 −9.33 −4.23 −0.02 13-01-2014

Kemble 9.2 10.49 · · · · · · · · · 22-12-2009

Sometimes the direction of the Earth’s velocity
(

[−29.61 − 6.41 0]T for January 1st, 2014) and the
initial positions of the planets are not suitable for
orbit transfers. This means that, in some cases, a
very large change of velocity (which translates to a
large fuel consumption) is required, as presented in
the first row of Table 2 (for Venus). See Figure 6.

Adding the wait time (167 days) results in a
much lower change of velocity (12% of the first one,
which requires less fuel), and the flight time increases
by 57%, improving the results presented in Kemble
(2006, p. 51) for comparable parameters.

The transfer of Earth-Mars orbit was calculated
with wait time and without wait time. The difference

lies in the fact that, with a wait time, the change of
velocity was better and the flight time increased by
a week. The results obtained are better than those
of Kemble (2006, p. 53). See Figure 7.

The system proposed in § 5.1 can have different
solutions (local maximums of the index of perfor-
mance J). The algorithm used to solve it finds many
of them; here the optimal are shown.

For the example Earth-Jupiter, Figure 8, the
three changes in velocity without a wait time, with
wait time and as found in Kemble (2006, p. 55) are
very similar, but the time of flight with wait time is
smaller than the one without, and it is very close to
the values obtained in Kemble (2006, p. 55). In this
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Fig. 6. Transfers between Earth (blue) - Venus (black).
The color figure can be viewed online.

Fig. 7. Transfers between Earth (blue) - Mars (black).
The color figure can be viewed online.

case, the eccentricity of the orbit transfers found is
greater than the one of the previous cases (e = 0.75).

The solution without a wait time for the system
Earth-Saturn, Figure 9, is on a parabola (with eccen-
tricity equal to 1, an uncommon result) and |∆~v| is
extremely large. The transfer with wait time has an
eccentricity of 0.82, giving a better change of veloc-
ity than the one presented in Kemble (2006, p. 56)
and the flight time is 3 years shorter.

7. CONCLUSIONS

The two techniques presented here make it pos-
sible to optimize the fuel consumption. However, its
use is purely theoretical, leaving aside the technical
constraints, but considering only constraints of the
trajectory to make a more general model. For New-
ton’s multivariate method, the search of the starting
point was performed with the help of the PSO with
excellent results. It perfectly bounds the search re-
gion of the starting point. The PSO is an heuristic
method that needs no derivatives and has a rapid
convergence. As future work we propose to use this

Fig. 8. Transfers between Earth (blue) - Jupiter (black).
The color figure can be viewed online.

Fig. 9. Transfers between Earth (blue) - Saturn (black).
The color figure can be viewed online.

method it in other situations and to perform the con-
vergence analysis (local and semi-local) of the meth-
ods.

The authors are grateful with the young re-
searcher fellowship of the Sergio Arboleda University
from which this paper is one of its results.
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ABSTRACT

In this work, I construct a LRG (Luminous Red Galaxy) sample with redshifts
0.6 ≤ z ≤ 0.75 from the Sloan Digital Sky Survey Data Release 15 (SDSS DR15),
which contains 184172 CMASS LRGs and 27158 eBOSS LRGs, and examine the
environmental dependence of galaxy age and stellar mass in this galaxy sample.
I divide this LRG sample into subsamples with a redshift binning size of ∆z =
0.01, and analyze the environmental dependence of galaxy age and stellar mass
for these subsamples in each redshift bin. Overall, galaxy age and stellar mass in
the LRG sample with redshift 0.6 ≤ z ≤ 0.75 are very weakly correlated with the
local environment, which shows that minimal environmental dependence of galaxy
parameters can continue to larger redshifts.

RESUMEN

En este trabajo se compila una muestra de galaxias luminosas rojas (LRG)
con corrimientos al rojo 0.6 ≤ z ≤ 0.75 extráıda del Sloan Digital Sky Survey Data
Release 15 (SDSS DR15), que contiene 184172 CMASS LRGs y 27158 eBOSS LRGs.
Se estudia la dependencia ambiental de las edades de las galaxias de esta muestra
y de las masas estelares. Se divide la muestra de LGRs en submuestras usando una
∆z = 0.01 y se analiza la dependencia ambiental de las edades de las galaxias y
las masas estelares en cada intervalo de z. En general, la correlación de las edades
galacticas y las masas estelares en la muestra LRG con 0.6 ≤ z ≤ 0.75 con el medio
ambiente local es leve, lo que muestra que la mı́nima dependencia ambiental de los
parámetros galácticos puede extenderse a corrimientos al rojo mayores.

Key Words: galaxies: fundamental parameters — galaxies: statistics

1. INTRODUCTION

In the past, many works have shed light on
the environmental dependence of galaxy parameters.
The extended Baryon Oscillation Spectroscopic Sur-
vey (eBOSS) of the Sloan Digital Sky Survey IV
(SDSS-IV) aims to map the galaxy, quasar, and neu-
tral gas distributions between z ≃ 0.6 and 3.5 (Daw-
son et al. 2016). The LRG component of SDSS-
IV /eBOSS will obtain spectroscopy of a sample of
luminous early-type galaxies in the redshift range
0.6 < z < 1.0 (median redshift 0.71) (Prakash et
al. 2016). The SDSS-IV /eBOSS LRGs will cover
a volume either not probed, or not probed at high
density, by SDSS-III /BOSS, and will provide a pow-
erful extension of SDSS-III /BOSS for many studies
of galaxies at high redshifts. The primary goal of
this study is to explore the environmental depen-

dence of galaxy age and stellar mass in the redshift
range 0.6 ≤ z ≤ 0.75.

In the local Universe, galaxy age and stellar mass
strongly depend on the environment: galaxies in high
density regions are generally older and more-massive
than galaxies in low density regions (e.g., Bernardi
et al. 1998; Trager et al. 2000; Kuntschner et al.
2002; Terlevich & Forbes 2002; Kauffmann et al.
2004; Proctor et al. 2004; Mendes de Oliveira et al.
2005; Thomas et al. 2005; Gallazzi et al. 2006; Li et
al. 2006; Sánchez-Blázquez et al. 2006; Sil’chenko
2006; Reed et al. 2007; Rakos et al. 2007; Weg-
ner & Grogin 2008; Deng et al. 2011, 2012a; Smith
et al. 2012). Proctor et al. (2004) and Mendes
de Oliveira et al. (2005) noted that field galax-
ies are generally younger than member galaxies of
compact groups. Rakos et al. (2007) showed the

185
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correlation between galaxy mean age and distance
from the cluster center: older galaxies inhabit the
core. Kauffmann et al. (2004) reported that galax-
ies in high-density environments have larger masses
than galaxies in low-density environments. Li et
al. (2006) found that more-massive galaxies clus-
ter more strongly than less-massive galaxies. But
some studies demonstrated the environmental de-
pendence of galaxy age and stellar mass becomes
weak with increasing redshift. Deng et al. (2012b)
argued that the stellar mass of SDSS LRGs with red-
shifts 0.16 ≤ z ≤ 0.3 is nearly independent of local
environments. Grützbauch et al. (2011a) claimed
that galaxies at intermediate redshifts also have only
a weak dependence of stellar mass on environment.
Deng & Zou (2014) and Deng (2015, 2019) found
that galaxy age and stellar mass in the CMASS
sample of SDSS-III/BOSS (Eisenstein et al. 2011)
are very weakly correlated with environment. To
demonstrate the variation of the environmental de-
pendence of galaxy age and stellar mass with red-
shift, it is important to examine the environmental
dependence of these two galaxy parameters in the
higher redshift region.

The outline of this paper is as follows. In § 2,
I describe the galaxy sample. I present statistical
result in § 3 and a discussion in § 4. I summarize my
main results and conclusions in § 5.

In calculating the distance, I used a cosmological
model with a matter density of Ω0 = 0.3, a cosmo-
logical constant of ΩΛ = 0.7, and a Hubble constant
of H0=70km·s−1· Mpc−1.

2. SAMPLE

The Constant Mass (CMASS) sample SDSS-
III/BOSS (Eisenstein et al. 2011) is a high redshift
sample with a redshift of 0.43 < z < 0.7. An-
derson et al. (2012) and Dawson et al. (2013)
claimed that the BOSS galaxies are selected to have
approximately uniform comoving number density
only out to a redshift z = 0.6. Maraston et al.
(2013) also showed that BOSS is a mass-uniform
sample over the redshift range 0.2 to 0.6. Thus,
in my previous works, the CMASS sample was
limited to the redshift region of 0.44 ≤ z ≤ 0.59
(Deng 2015, 2019). I hope to extend studies for the
environmental dependence of galaxy age and stellar
mass to a higher redshift region. In this work,
the data of the galaxy sample was downloaded
from the Catalog Archive Server of SDSS Data
Release 15 (Aguado et al. 2019) by the SDSS
SQL Search (https://www.sdss.org/dr15/).

I extracted 194380 CMASS LRGs (with SDSS
flag: BOSS TARGET1&128>0) and 48131
eBOSS LRGs (with SDSS flag: eBOS TARGET1
& (2 | 4 | 8) > 0) in the redshift region of
0.6 < z < 1.0. Because the number of galaxies
at redshifts z > 0.75 is too small to ensure an ideal
statistical analysis, I constructed a LRG sample
with redshift of 0.6 ≤ z ≤ 0.75, which contains
184172 CMASS LRGs and 27158 eBOSS LRGs.

3. STATISTICAL RESULTS

Like Deng (2012) did, I measure the projected
local density Σ5 = N/πd25 (Galaxies Mpc−2) where
d5 is the distance to the 5th nearest neighbor within
±1000 km s−1 in redshift (e.g., Goto et al. 2003;
Balogh et al. 2004a, 2004b), and divide the LRG
sample with redshifts of 0.6 ≤ z ≤ 0.75 into sub-
samples with a redshift binning size of ∆z = 0.01.
Table 1 lists the density ranges in each redshift bin.
As shown by Table 1, the projected local density
in this sample is much smaller than the one in the
CMASS sample of SDSS-III/BOSS (Eisenstein et al.
2011) with redshifts of 0.44 ≤ z ≤ 0.59 (see Table 1
of Deng 2014), which is consistent with the results
of Dawson et al. (2013) and Anderson et al. (2012).
Dawson et al. (2013) and Anderson et al. (2012)
showed that the number-density of CMASS galax-
ies dramatically drops with increasing redshifts at
z > 0.6.

In each subsample, I arrange galaxies in density
order from the smallest to the largest, select approx-
imately 5% of the galaxies, construct two samples at
both extremes of density according to the density,
and compare the distribution of galaxy age and stel-
lar mass in the lowest density regime with those in
the densest regime.

Following Deng (2012), Deng (2015, 2019) di-
vided a CMASS sample of SDSS-III/BOSS (Eisen-
stein et al. 2011) with redshifts 0.44 ≤ z ≤ 0.59 into
subsamples with a redshift binning size of ∆z = 0.01,
and then analyzed the environmental dependence of
age and stellar mass of subsamples in each redshift
bin. The result of Deng (2015, 2019) demonstrated
that age and stellar mass of CMASS galaxies are very
weakly correlated with the local environment in all
redshift bins. Figures 1-2 show the age and stel-
lar mass distributions at both extremes of density
in different redshift bins for the CMASS + eBOSS
LRG sample with redshifts 0.6 ≤ z ≤ 0.75. As shown
by these two figures, age and stellar mass of LRGs
with redshifts 0.6 ≤ z ≤ 0.75 are nearly independent
of the local environment in all redshift bins.
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TABLE 1

K-S PROBABILITIES OF GALAXY AGE AND STELLAR MASS*

Redshift bins Number of Projected local density range P (age) P (stellar mass)

Galaxies (Galaxies Mpc−2)

0.60-0.61 27622 2.55× 10−5 −→ 94.78 0.110 0.0130

0.61-0.62 25835 1.67× 10−5 −→ 22.47 0.329 0.261

0.62-0.63 23002 1.57× 10−5 −→ 19.64 0.0612 0.140

0.63-0.64 20378 2.42× 10−5 −→ 73.91 0.375 0.763

0.64-0.65 18037 4.55× 10−5 −→ 5.39 0.843 0.251

0.65-0.66 16001 1.40× 10−5 −→ 5.19 0.859 0.0435

0.66-0.67 14474 2.08× 10−5 −→ 50.81 0.887 0.0248

0.67-0.68 12443 1.45× 10−5 −→ 5.85 0.499 0.129

0.68-0.69 11062 1.47× 10−5 −→ 5.37 0.141 0.00270

0.69-0.70 9623 1.97× 10−5 −→ 2.54 0.174 0.000348

0.70-0.71 8532 1.45× 10−5 −→ 9.49 0.174 0.350

0.71-0.72 7440 1.14× 10−5 −→ 2.70 0.313 0.00996

0.72-0.73 6362 1.23× 10−5 −→ 3.16 0.863 0.00123

0.73-0.74 5514 1.24× 10−5 −→ 2.00 0.799 0.0713

0.74-0.75 5005 7.92× 10−6 −→ 3.73 0.817 4.754e-05

*The two samples at both density extremes are drawn from the same distribution.

The step figures can directly present some prop-
erties of the statistical result. But this procedure is
not ideal because the error bars in the step figures
may change with binning sizes. The Kolmogorov-
Smirnov (KS) test is well-suited for a quantitative
comparison, which demonstrates the degree of simi-
larity or difference between two independent distri-
butions by calculating a probability value. Table 1
lists the K-S probabilities of each panel in Figures 1-
2. As shown by Table 1, the K-S probabilities of
the CMASS + eBOSS LRG sample with redshifts
0.6 ≤ z ≤ 0.75 are much larger than those obtained
by Deng (2012) and Deng et al. (2012a) (see Table 1
of Deng 2012 and Deng et al. 2012a) and even in
many redshift bins much larger than 0.05 (5% is the
standard in a statistical analysis). This is in good
agreement with the conclusion obtained by the step
figures.

The weak environmental dependence of some
galaxy parameters in intermediate and high redshift
regions is likely due to the color-density relation
and the tight correlations between colors and other
galaxy parameters. In the local Universe, Deng et
al. (2013) concluded that color is fundamental in
correlations between galaxy properties and the en-
vironment and that a large part of the other galaxy
properties-density relation is likely due to the rela-

tion between color and density. Grützbauch et al.
(2011a) observed a weak environmental dependence
of galaxy color at 0.4 < z < 0.7. Deng (2014) also re-
ported that all five colors in the CMASS sample with
redshifts 0.44 ≤ z ≤ 0.59 are very weakly correlated
with the local environment. A possible interpreta-
tion for this is that the environmental processes that
exert the essential influence on galaxy properties pro-
ceed slowly over cosmic time. Some of the most in-
fluential high-density environments may still be in
the process of being built up and cannot yet affect
galaxy colors (Grützbauch et al. 2011b). The weak
environmental dependence of age and stellar mass in
intermediate and high redshift regions is likely due
to weak color-density relation and tight correlations
between colors and these two parameters. For ex-
ample, Grützbauch et al. (2011a,b) remarked that
there is a strong correlation between galaxy color
and stellar mass in these redshift regions.

4. DISCUSSION

These results demonstrate that the strong en-
vironmental dependence of galaxy age and stellar
mass in the local Universe cannot be extended to
intermediate- and high-redshift regions. Cucciati et
al. (2006) also reported that the color-density rela-
tion at 0.25 < z < 0.60 progressively disappears at
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Fig. 1. Age distribution at both extremes of density in different redshift bins: the red solid line represents the sample

at high density, the blue dashed line represents the sample at low density. The error bars of the blue lines are 1 σ

Poissonian errors. The error-bars of the red lines are omitted for clarity. The color figure can be viewed online.
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Fig. 2. Same as Figure 1, but for the stellar mass distribution at both density extremes in different redshift bins. The

color figure can be viewed online.
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higher redshift until it is undetectable at z ≃ 0.9.
The method of Deng (2012) is well-suited for explor-
ing the variation of the environmental dependence of
galaxy properties with redshift. Using this method,
Deng et al. (2012a) noted that the environmental de-
pendence of galaxy properties becomes weak with in-
creasing redshifts in the apparent magnitude-limited
Main Galaxy Sample (Strauss et al. 2002) and ar-
gued that this is likely due to a selection effect, i.e.,
galaxies at the higher end of a redshift region are re-
stricted to a fairly narrow high-luminosity region due
to the Malmquist bias (Malmquist 1920; Teerikorpi
1997), which consequently leads to the limitation of
other galaxy properties to within a narrow region.
However, such a phenomenon is also likely due to a
real physical effect, which subsequently leads to the
variation of the environmental dependence of galaxy
properties with redshift. The Main(Strauss et al.
2002), LOWZ and CMASS galaxy samples of SDSS
can be used to demonstrate the variation of the envi-
ronmental dependence of galaxy properties with red-
shift in a fairly wide redshift region. For example,
Deng et al. (2017) explored the environmental de-
pendence of K-band luminosity in the Main, LOWZ
and CMASS Galaxy Samples of the SDSS. The envi-
ronmental dependence of K-band luminosity in the
LOWZ Galaxy Sample becomes weak with increas-
ing redshift, like the one in the apparent magnitude-
limited Main Galaxy Sample does. In the LOWZ
Galaxy Sample, the K-band luminosity of galaxies
shows substantial correlation with the local environ-
ment only in the redshift region 0.16 ≤ z ≤ 0.21,
which seemingly is a continuation of that in the
apparent magnitude-limited Main Galaxy Sample,
while minimal environmental dependence of the K-
band luminosity in the high redshift region in the
LOWZ galaxy sample continues as far as the CMASS
sample can reach. The result of this work shows that
minimal environmental dependence of galaxy param-
eters can continue to higher redshifts.

5. SUMMARY

To demonstrate the variation of the environ-
mental dependence of galaxy age and stellar mass
with redshift, I construct a LRG sample with
redshifts of 0.6 ≤ z ≤ 0.75, which contains
184172 CMASS LRGs and 27158 eBOSS LRGs, and
examine the environmental dependence of these two
galaxy parameters in this sample. Following Deng
(2012), I divide this LRG sample into subsamples
with a redshift binning size of ∆z = 0.01, and an-
alyze the environmental dependence of galaxy age
and stellar mass for these subsamples in each redshift

bin. As shown by Table 1 and Figures 1-2, overall,
galaxy age and stellar mass in LRG sample with the
redshifts 0.6 ≤ z ≤ 0.75 are very weakly correlated
with the local environment, which shows that mini-
mal environmental dependence of galaxy parameters
can continue to higher redshifts.
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ABSTRACT

Using uvby−β photoelectric photometry obtained with the 0.84 m telescope
of the Observatorio Astrónomico Nacional de San Pedro Mártir, México, we deter-
mined some of the physical characteristics, such as effective temperature and surface
gravity of the high amplitude Delta Scuti star V2455 Cyg (=HD 204615). Newly
determined times of maximum light gathered at the Observatorio Astrónomico Na-
cional de Tonantzintla, México with small 10 inch telescopes equipped with CCD
cameras were combined with times of maxima in the literature, and used to study
the secular variation of the pulsational period of the star.

RESUMEN

A partir de fotometŕıa fotoeléctrica uvby − β adquirida con el telescopio de
0.84 m del Observatorio Astrónomico Nacional de San Pedro Mártir, México de la
estrella Delta Scuti de gran amplitud V2455 Cyg (=HD 204615) hemos determinado
sus parámetros f́ısicos tales como temperatura efectiva y gravedad superficial. Con
nuevos tiempos de máximo recopilados con telescopios pequeños de 10 pulgadas
provistos de cámaras CCD en el Observatorio Astrónomico Nacional de Tonantz-
intla, México, junto con tiempos de máximo de la literatura, hemos estudiado el
peŕıodo secular de la estrella.

Key Words: stars: variables: delta Scuti — techniques: photometric

1. INTRODUCTION

This high amplitude Delta Scuti (HADS) star,
V2455 Cyg, was first described recently by Wils et
al. (2003), who found it to be a new variable star.
They reported that its variability was suspected by
Yoss et al. (1991) who derived the following char-
acteristics: a distance of 215 pc, an absolute magni-
tude of 2.2 and a total space velocity S of 32 km/s.
They also determined V = 8.86, and (B-V )=+0.27
which classifies this star as spectral type F2. A pe-
riod of 0.094206 d was proposed by Piquard (2001)
from available Tycho data.

2. OBSERVATIONS

This article is a product of a long campaign de-
voted to several objects, one of which was NGC 6633

1Based on observations collected at the Observatorio

Astrónomico Nacional de San Pedro Mártir, México.
2Instituto de Astronomı́a, Universidad Nacional

Autónoma de México, México.
3Observatorio Astronómico Nacional de Tonantzintla,

México.
4Facultad de Ciencias, Universidad Nacional Autónoma de

México, México.

(Peña et al. 2017, Paper I) already published. An-
other article in progress is devoted to the open clus-
ters IC 4665, NGC 6871 and Dzim 5 (Paper II). In
these works we have explained in detail the proce-
dures followed in the acquisition and reduction of
the data. Here we present the data of the pulsating
variable V2455, a HADS star. The observations were
done at the Observatorio Astronómico Nacional of
San Pedro Mártir (SPM) in México. Table 1 presents
the log of observations, as well as the new times of
maximum light.

2.1. Data Acquisition and Reduction

The observations were done in the summer of
2016, along with those of other variable stars and
clusters. The procedure to determine the physical
parameters has been reported elsewhere (Peña et al.,
2016). The photometric system, if well-defined and
calibrated, provides an efficient method to investi-
gate physical conditions, such as effective temper-
ature and surface gravity, using a direct compari-
son of the unreddened indexes with those obtained
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TABLE 1

LOG OF OBSERVING SEASONS OF V 2455 CYG

Date Observer Number Observed time Nmax HJD

year/month/day of points (day) (day)

2016/06/26 ARL 85 0.08 1 2457565

2016/06/27 ARL 32 0.06 0 2457566

2016/06/28 ARL 62 0.07 0 2457567

2016/07/05 CVR 41 0.09 1 2457574

2016/07/06 CVR 48 0.11 1 2457575

TABLE 2

TRANSFORMATION COEFFICIENTS OBTAINED FOR THE OBSERVING SEASON

Season B D F J H I L

Summer 2016 0.006 0.971 1.049 0.033 1.016 0.103 −1.356

σ 0.033 0.005 0.051 0.016 0.034 0.052 0.044

from theoretical models. These calibrations have
been described and used in previous analyses (Peña
& Peniche; 1994; Peña & Sareyan, 2006).

The observations consisted of one long season
with two different observers (ARL and CVR), one
in June (22 to 30 by ARL) and the other in July,
2016 (1 to 8 by CVR) with different target objects
in each one, although two were obtained in both sea-
sons (NGC 6633 (Paper I) and V2455 Cyg).

The reduction was done considering both seasons
together to make a longer season in order to increase
the accuracy provided by the standard stars. Over
the five nights of observation of V 2455 Cyg, the
following procedure was used: for each measurement
we took at least five ten-second integrations of each
star and one ten-second integration of the sky for
the uvby filters and the narrow and wide filters that
define Hβ.

We also observed a series of standard stars
nightly to transform the data into the standard sys-
tem. The chosen system was that defined by the
reported values of Olsen (1983) although some stan-
dard bright stars were chosen from the Astronomical
Almanac (2006). The transformation equations are
those defined by Crawford & Barnes (1970) and by
Crawford & Mander (1966).

The coefficients defined by the following equa-
tions and which adjusted the data to the standard
system were:

Vstd = A+B(b− y)inst + yinst,

(b− y)std = C +D(b− y)inst,

m1std = E + F (m1)inst + J(b− y)inst,

c1std = G+H(c1)inst + I(b− y)inst,

Hβstd = K + L(Hβ)inst.

In these equations the coefficients D, F , H and
L are the slope coefficients for (b − y), m1, c1 and
β, respectively. The coefficients B, J and I are the
color terms of V , m1, and c1. The averaged transfor-
mation coefficients of the season are listed in Table 2
along with their standard deviations. Season errors
were evaluated with the eighteen standard stars ob-
served for a total of 272 observed points. These un-
certainties were calculated through the differences
in magnitude and colors for all nights, for (V , b− y,
m1, c1 and β) as (0.024, 0.010, 0.011, 0.015, 0.015)
respectively, which provide a numerical evaluation of
our uncertainties for the season. Emphasis is made
on the large range of standard stars in the magnitude
and color ranges: V :(5.0, 8.8); (b − y):(-0.06, 0.80);
m1:(0.10, 0.68); c1:(0.11, 1.18) and β:(2.60, 2.82).

Table 3 lists a sample of the photometric values
of the observed star. The complete data set will be
published elsewhere. In this table Columns 1 to 4 list
the Strömgren values V , (b− y), m1 and c1, respec-
tively; Column 5, Hβ, whereas Column 6 reports the
time of the observation in HJD. The photometry is
presented in Figure 1.
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TABLE 3

uvby − β PHOTOELECTRIC PHOTOMETRY
OF V2455 CYG

V (b− y) m1 c1 β HJD

9.011 0.195 0.169 0.759 2457565.8898

9.022 0.195 0.167 0.761 2.732 2457565.8902

9.007 0.200 0.167 0.763 2457565.8913

9.010 0.206 0.161 0.768 2457565.8937

9.009 0.210 0.154 0.775 2.749 2457565.8941

3. PERIOD DETERMINATION

To determine the period behavior of V 2455 Cyg
the following methods were employed: (1) differences
of consecutive times of maximum light were evalu-
ated to determine a coarse period; (2) a time series
analysis of the data set was utilized; (3) O − C dif-
ferences were calculated using a compiled collection
of times of maximum light (MSDR); (4) Period de-
termination through O−C differences minimization
(PDDM).

The previously determined ephemerides equa-
tions as well as the newly determined ones are listed
in Table 4. In this table Column 1 indicates the
method followed; Columns 2 and 3 the elements of
the proposed ephemerides. The goodness of the el-
ements can be discriminated by the mean and stan-
dard deviation values listed in Columns 4 and 5.

3.1. Differences of Consecutive Times of Maximum

Light, DCTM

To determine the period from scratch, as a first
guess we considered the period calculated through
the differences of two or three times of maxima that
were observed on the same night. Since they are
separated by only one cycle they are, by definition,
one period apart. The sample of periods determined
in this fashion is constituted of 44 times of max-
ima difference and was compiled from both those
listed in the literature and the few that we mea-
sured two years later (Table 5). There were fourteen
consecutive times of maxima; the mean value was
0.0944 ± 0.0006 (d). The uncertainty is merely the
standard deviation of the mean.

This period served as seed and was utilized with
T0, the first time of maximum of Wils et al. (2003),
and the epochs in the list of times of maximum light,
Table 5, to calculate new ephemerides through a lin-
ear regression of epoch vs. HJD, thus determining

Fig. 1. Phase light curves of V 2455 Cyg obtained in
uvby − β absolute photometry in 2016. The magnitude
and the color indexes are shown in each frame.

Fig. 2. Power spectra of V 2455 Cyg with the SPM data.
Top to bottom: first is the power spectra of the original
data; then, the sets of residuals. The scale of the Y
axis is the same to show the relative importance of each
frequency.

refined values of T0 and P . The period we estab-
lished in this fashion (0.0944 d) is in agreement with
the assumed period reported in the literature. The
results of this method are presented in the second
row of Table 4.

3.2. Time Series

As a second method to determine the period we
used a time series method favored by the δ Scuti star
community: Period04 (Lenz & Breger, 2005). The
V magnitude of the uvby−β set was analyzed with
this code.
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TABLE 4

V 2455 CYG EPHEMERIDES EQUATIONS

Method T0 P Mean Std Dev

Wils et al. (2003) 2452885.3992± 0.0001 0.0942075± 3× 10−7
−0.0031 0.0213

DCTM (consecutive Tmax) 0.0944 −0.0041 0.0189

Period04 (uvby − β data) 0.0942080868 −0.0136 0.0195

MSDR (O − C) 2452885.3996± 0.0002 0.094205989± 1.2× 10−8 0.0009 0.0066

PDDM (Chord lenght) 2457575.9157 0.094205855

PDDM (Sinusoidal fit) 2457575.9157 0.094205903

The analysis of these data gave the results listed
in Table 6 with a zero point of 8.8184 mag, residu-
als of 0.0178 mag and 5 iterations. The analysis of
Period04 is presented in Figure 2. Beginning at the
top is the power spectra of the original data; followed
by the consecutive set of residuals. The scale of the
Y axis is the same to show the relative importance
of the residuals. The frequencies obtained from this
analysis are presented in Table 6. Three different
frequency values are reported, but one must realize
that F2 = 2 F1 and F3 = 3 F1, that the second and
third frequencies are multiples of the first.

3.3. O − C differences

Before calculating the coefficients of the
ephemeris equation, we searched the literature for
previous papers related to V 2455 Cyg. Only one
source conducted studies of the O − C behavior
of this particular object (Wils et al., 2003). The
reported ephemerides are listed in Table 4; the
newly observed ephemerides are also presented.

3.4. Period Determination Through Minimization

of the Standard Deviation of the O − C
Residuals (MSDR)

The well-known O−C diagram method is a tool
utilized to compare and analyze the difference be-
tween the observations and the calculated value ob-
tained with the model; in this case, the ephemerides
equation. A good reference for this method can be
found in Sterken (2005).

To find the ephemerides equation of the variabil-
ity of V2455 Cyg we implemented a method based on
the minimization of the standard deviation of multi-
ple O − C diagrams for V2455 Cyg (see Peña et al.,
2016 for details). This method is based on the mini-
mization of the standard deviation of the O−C resid-
uals by considering that the model must be fairly

close to the data. Therefore, its differences tend to
zero and the standard deviation has to be close to
zero. The first step was to calculate the mean of
the differences of all the consecutive times of max-
ima available in the literature (first method) and its
standard deviation. All these differences of consec-
utive times of maxima have the approximate length
of the period of the star. Then, with each of the
periods given in the range provided by the mean of
the consecutive, plus and minus its standard devia-
tion, the number of cycles E was calculated for these
multiple O − C diagrams. In all cases, the T0 uti-
lized was the oldest time of maxima in the literature.
The step precision in this range was of 1×10−9. Af-
ter obtaining the number of cycles for each period, a
linear fit was performed to every set of times of max-
imum with the cycle number E (HJD vs. E). With
the new fitted parameters, the diagrams were calcu-
lated as well as their standard deviation. Finally,
the diagram with the smallest standard deviation of
the residuals was selected and the parameters with
which it was calculated are taken to be the parame-
ters of the ephemerides equation.

Sweeping around the average of the differences
of consecutive times of maxima within a short pe-
riod range, taking as limits the standard deviation
of the differences around 0.0943052 d, and utiliz-
ing the minimization of the standard deviation of
the O − C values as criterion of goodness, the best
period is 0.094205989 d (Figure 3). The resulting
ephemerides equation is

Tmax = 2452885.3996± 0.0002 +

(0.094205989± 1.2× 10−8)× E

Even with the maximum resolution (1× 10−9) in
the MSDR method, there was some scatter around
the minimum in the Standard Deviation vs. Period
plot (Figure 3). To clarify this, a binning procedure
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TABLE 5

COMPILED TIMES OF MAXIMA OF THE
HADS STAR V 2455 CYG

Time of Maximum Reference

2452885.3991 Wils03

2452885.3993 Wils03

2452887.3777 Wils03

2452887.3778 Wils03

2452887.4720 Wils03

2452887.4720 Wils03

2452887.5656 Wils03

2452887.5658 Wils03

2452887.6599 Wils03

2452928.2634 Wils03

2452928.3582 Wils03

2452928.4520 Wils03

2452928.5465 Wils03

2452929.2996 Wils03

2452929.3940 Wils03

2452929.4885 Wils03

2452929.5823 Wils03

2452931.4667 Wils03

2454357.5561 wils09

2454642.4354 wils09

2454642.5296 wils09

2454646.4860 wils09

2454652.5157 wils09

2454694.4383 wils09

2454694.5327 wils09

2454730.3298 wils09

2454730.4239 wils09

2454730.5182 wils09

2454730.6126 wils09

2454758.4973 wils09

2454759.3447 wils09

2454759.4389 wils09

2454759.5332 wils09

2456862.3963 Hubsecher15

2456862.4903 Hubsecher15

2456862.5842 Hubsecher15

2456867.4869 Hubsecher15b

2456867.5832 Hubsecher15b

2456914.5926 Hubsecher15b

2456914.5930 Hubsecher15b

2457565.9307 pp

2457574.8801 pp

2457575.9157 pp

TABLE 6

OUTPUT OF PERIOD04 WITH THE V
MAGNITUDE OF THE PRESENT PAPER

uvby − β DATA

Nr. Frequency Amplitude Phase

F1 10.6148 0.2977 0.8419

F2 21.2300 0.0566 0.0782

F3 31.8389 0.0205 0.6833

0.0938 0.094 0.0942 0.0944 0.0946 0.0948
Period (d)

0.01

0.02

0.03

St
d 
De

v 
(d
)

0.0938 0.0940 0.0942 0.0944 0.0946 0.0948
Period (d)

0.01

0.02

0.03

St
d 
De

v 
(d
)

Fig. 3. Standard deviation vs. period. This diagram
served to determine the best period. In the upper panel
the original data that served to determine the best period
are shown. In the lower panel the data have been binned
with a window of 1× 10−6.

was implemented. For this binning the size of the
intervals was 1×10−8. After this operation the min-
imum value of the standard deviation was checked.
This was 0.094205989, which is the same as the orig-
inal before the binning procedure. Continuing with
the analysis, two new binning procedures were im-
plemented, but this time with intervals of 1 × 10−7

and 1 × 10−6. In the first new case, the period for
the minimum standard deviation remained the same,
but in the final case the period with the minimum
standard deviation was 0.094206015. The value of
the period changes only after the size of the intervals
for the binning is three orders of magnitude larger
than the original precision.

With these elements we calculated the O − C
residuals which are shown schematically in Figure 4.
They are clearly fitted by straight line, which implies
a constant period (at least at this stage) with a time
basis of 12.8 yrs.
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−10000 0 10000 20000 30000 40000 50000
Epoch

−0.010

−0.005

0.000

0.005

0.010

0.015
O-
C

Fig. 4. Behavior of the O − C values with the proposed
ephemerides determined utilizing the method of Mini-
mization of the Standard Deviation of the O −C Resid-
uals (MSDR)

3.5. Period Determination Through an O − C
Differences Minimization (PDDM)

We implemented a method based on the idea of
searching for the period which minimizes the chord
length which links all the points in the O−C diagram
for different values of the periods. Being a classical
O−C diagram, we plotted the time in the x-axis and
the O − C values in the y-axis. Since in the x-axis
distances remain constant, we just concentrated on
the change in the distance in the y-axis generated
by each period. Once the difference was calculated
for each period, the minimum one indicated, at this
stage, the best period (period determination through
an O − C differences minimization PDDM).

We considered the set of Tmax listed in Table 5.
Given the mean period determined from the consec-
utive times of maxima and the associated standard
deviation, (0.0938 days and 0.0944 days), we calcu-
lated values of epoch and O − C by sweeping the
period in the range provided by the standard devia-
tion limits, calculating 595,956 steps, a number fixed
by the the difference of the deviation limits and the
desired precision of one billionth. This provided the
new period for the minimum difference (Figure 5).
The T0 time used for the present analysis was the
one of the last observation run, 2457575.9157, be-
cause we are certain of its precision. As a result we
determined the linear ephemerides equation as:

Tmax = (2457575.9157) + (0.094205855× E) (1)

Figure 6 shows the O − C diagram for the
ephemerides equation found by the above method
(PDDM).

Fig. 5. Period Determination Through an O − C Differ-
ences Minimization (PDDM).

Assuming the wave behavior is caused by a light
travel time effect (LTT) as a part of the mechan-
ics of the system, we adjusted a sinusoidal function
to the O − C, performing a fit with the Levenberg-
Marquardt algorithm for the best 1,000 O − C
lengths. This would be, in this particular case, an-
other way of finding the best period (if the LTT ef-
fect is present) and, at the same time, the sinusoidal
function that gave us a first approach to the orbital
period of a two body system. The parameters which
best represent the system are listed in Table 7. The
parameter used to test the goodness of the fit is the
residual sum of squares RSS. Then, we plotted the
periods of the best O − C lengths vs the RSS value
of every fit (Figure 7).

After this, the ephemeris equation was set as:

Tmax = (2457575.9157) + (0.094205903× E) (2)

As can be seen, we do not have enough data to
say more about the O − C diagram. The parame-
ters presented in Table 7 are shown schematically in
Figure 8.

3.6. Period Determination Conclusions

V 2455 Cyg has been little observed. Since the
first report more information has been gathered, but
no period analysis has been done. In the present pa-
per, different approaches were utilized to determine
the stability of the pulsation. First, differences of
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Fig. 6. (O−C) diagram obtained with the period of the
PDDM method.

TABLE 7

EQUATION PARAMETERS FOR THE
SINUSOIDAL FIT OF THE LINEAR O − C

Value PDDM

Z −13.62× 10−4

Ω 3.14× 10−4

A −27.93× 10−4

Φ −27.14

RSS 6.1× 10−5

consecutive times of maximum light were evaluated
to determine a coarse period. The second method
utilized time series analyses. The set employed was
that of the V magnitude of the uvby−β photometry
of the present paper. However, we had a very lim-
ited time coverage, only 10 d, merely 107 cycles. The
third and fourth methods utilized the entire coverage
of this star since its discovery, with the times of maxi-
mum light, which in this case are 4691 d or 12.8 years
(49795 cycles). The four methods used the available
data up to now. The goodness of each method and
that proposed previously were determined using the
mean and the standard deviation of the residuals of
the O − C values, the minimum chord length, and
RSS (residual sum of squares) for the sinusoidal fit-
ting of the O − C diagrams. They were obtained
for each ephemeris listed in Table 4 and numerically

Fig. 7. Period vs RSS. The best value is indicated by a
triangle.

Fig. 8. Diagram of the O − C adjusted to a sinusoidal
function. The time span of the observations is of 4691 d
or 12.8 years which is 49795 cycles.

they are listed in Columns 4, 5 and 6 of this table.
It is quite evident that the MSDR method yields the
smallest standard deviations for the O−C residuals,
but if we consider the sinusoidal behavior as part of
the mechanics of the system, the PDDM gives us the
best ephemerides equation.

However, this star was discovered to be a vari-
able very recently and has been observed too little
to be able to make a solid conclusion since a large
spread can be seen in a section of the O−C diagram
(Figures 4 and 6). Those points belong to the ob-
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Fig. 9. Location of V 2455 Cyg in the [m1] vs. [c1]
diagram of Alpha Per.

servational group of Hubscher (2015, 2015b). There
are two possible explanations for the large spreads:
an inaccurate determination of the times of maxima
for those seasons or the possibility that this group
is a set of observations acquired during one of the
changes in the period inflicted by the presence of
a second body which corresponds to the LTT effect
mentioned in the PDDM method. We feel that more
time must pass, with a more frequent sampling, be-
fore we can definitively arrive at conclusions about
the pulsational nature of V 2455 Cyg, the LTT effect,
and a possible secular variation.

4. PHYSICAL PARAMETERS

The physical parameters can be determined uti-
lizing the uvby − β photoelectric photometry and
the adequate empirical calibrations. These calibra-
tions were proposed by Nissen (1988) for A and F
type stars. Therefore, it is necessary to first deter-
mine if this star varies in this range of spectral class.
It was reported by Yoss et al. (1991) that V2455
Cyg is spectral type F2, but it has a reported MK
spectral type A9. The spectral type can be deter-
mined very accurately with the uvby−β photomet-
ric data. We determined its unreddened photometric
indexes [m1] and [c1] and positioned it in the plot de-
termined for Alpha Per (Paper I), whose stars have
well-determined spectral types. This is presented in
Figure 9, where we can see that the spectral type is
earlier, since it ranges between A2 and F0.

Application of the numerical unreddening pack-
age (see Peña & Martinez, 2014 for a detailed de-
scription) gives the results listed in Table 7 for V
2455 Cyg.

TABLE 8

REDDENING AND UNREDDENED
PARAMETERS OF V 2455 CYG

Phase E(b− y) (b− y)0 m0 c0 Hβ MV

0.05 0.006 0.157 0.177 0.851 2.778 1.737

0.15 0.002 0.122 0.179 0.953 2.809 1.313

0.25 0.001 0.127 0.175 0.968 2.801 1.075

0.35 0.005 0.145 0.171 0.920 2.784 1.251

0.45 0.007 0.159 0.169 0.871 2.772 1.511

0.55 0.002 0.180 0.166 0.833 2.751 1.548

0.65 0.002 0.197 0.167 0.788 2.734 1.634

0.75 0.005 0.201 0.165 0.768 2.732 1.758

0.85 0.006 0.199 0.163 0.763 2.735 1.859

0.95 0.004 0.184 0.170 0.776 2.752 2.066

Since there were so many uvby−β photoelectric
data points, we calculated the mean values in phase
bins of 0.05 step. These mean values are listed in Ta-
ble 7. This table lists (ordered by increasing phase)
in the first column, the phase; subsequent columns
present the reddening, the unreddened indexes, and
the absolute magnitude. Mean values were calcu-
lated for E(b − y) for two cases: (i) the whole data
sample and (ii) in phase limits between 0.3 and 0.8,
which is customary for pulsating stars to avoid the
maximum. It gave, for the whole cycle, values of
0.004 ± 0.007; 7.2 ± 0.4 and 284 ± 47 for E(b − y),
DM and distance (in pc), respectively whereas for
the mentioned phase limits, we obtained, 0.004 ±

0.007; 7.3 ± 0.3 and 292 ± 37 respectively. For the
metal content [Fe/H] it gives 0.04 ± 0.11 and 0.01 ±

0.11, respectively. The uncertainty is merely the
standard deviation. In the case of the reddening,
most of the values of the spectral type in the F stage
of V 2455 Cyg produced negative values which are
non-physical. In those cases we forced the reddening
to be zero. If the negative values are included, the
mean E(b− y) is 0.009± 0.038.

To determine the range of effective temperature
and surface gravity over which V2455 Cyg varies we
must locate the unreddened points on some theoret-
ical grids, such as those of LGK86 calculated from
uvby − β photometric data for several metallicities.
Hence, in order to locate our unreddened points on
the theoretical grids, a metallicity has to be assumed.
The metallicity of V 2455 Cyg can be determined
from the uvby−β photometry when the star passes
through the F type stage (Nissen, 1988). We deter-
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Fig. 10. Location of the unreddened points of V 2455 Cyg
(dots) in the LGK86 grids.

mined a mean metallicity of [Fe/H]= 0.042 ± 0.106
for the whole data sample, and of 0.011 ± 0.113 for
the values within the specified 0.3 to 0.8 phase lim-
its. The model which is applicable is, therefore, that
of solar composition [Fe/H]= 0.0.

To decrease the noise and to see the variation of
the star in phase, mean values of the unreddened
colors were calculated in phase bins of 0.1 start-
ing at phase 0.05. As can be seen in Figure 10,
the case of [Fe/H] = 0.0 the star varies between
effective temperature 7200 K and 7900 K; the sur-
face gravity log g varies between 3.6 and 3.9. Ta-
ble 9 lists these values. Column 1 shows the phase,
Column 2 lists the temperature obtained from the
plot for each [Fe/H] value; Column 3, the effective
temperature obtained from the theoretical relation
reported by Rodriguez (1989) based on a relation
of Petersen & Jorgensen (1972, hereinafter P&J72)
Te = 6850+1250× (β− 2.684)/0.144 for each value,
averaged in the corresponding phase bin, and Col-
umn 4, the mean value. Column 5 shows the surface
gravity log g taken from the plot.

4.1. Physical Parameters: Conclusions

New uvby−β photoelectric photometry observa-
tions were carried out for the HADS star V 2455 Cyg.
From these observations we first determined its spec-
tral type, which varies between A3V and F0V, dif-
ferent from that previously found. From Nissen’s
(1988) calibrations the reddening was determined,
as well as the unreddened indexes. This served to
obtain the physical characteristics of the star: ef-

TABLE 9

EFFECTIVE TEMPERATURE AND SURFACE
GRAVITY OF V 2455 CYG AS A FUNCTION OF

PHASE

phase Te(0.0) Te(P&J72) Te(Mean) log g(0.0)

0.05 7600 7663 7232 3.9

0.15 7900 7931 7916 3.8

0.25 7800 7864 7832 3.5

0.35 7700 7717 7708 3.5

0.45 7600 7615 7607 3.5

0.55 7300 7431 7366 3.5

0.65 7200 7282 7241 3.5

0.75 7200 7266 7233 3.5

0.85 7300 7291 7296 3.5

0.95 7300 7444 7372 3.9

Note: Values in parenthesis specify the [Fe/H] values.

fective temperature in a range from 7200 K to 7900
K and log g from 3.6 to 3.9 with two methods: (1)
from the location of the unreddened indexes in the
LGK86 grids and (2) through the theoretical relation
(P&J72).

5. CONCLUSIONS

We studied V2455 Cyg, which was recently de-
scribed by Wils et al.(2003). In the present study
we demonstrated that V 2455 Cyg is pulsating with
one stable period. We carried out three different
procedures in the analysis of the periodic content of
the star: difference calculation of consecutive times
of maximum, the canonical Fourier transform using
Period04, and using the compilation of all the times
of maximum light since its discovery by minimiza-
tion of the standard deviation of the O−C Residuals
(MSDR). All converge to the ephemerides equation
of

Tmax = 2452885.3996± 0.0002 +

(0.094205989± 1.2× 10−8)× E .

By means of uvby− β photoelectric photometry
we were able to determine its spectral type. We have
classified this star spectroscopically between types
A2 and F0. With the uvby − β data and the em-
pirical calibrations of Nissen (1988) we were able to
determine the reddening of each point. With this in-
formation we obtained the unreddened color indexes.
Evaluating between phases in the range 0.3 to 0.8
we obtained: 0.004 ± 0.007; 7.3± 0.3 and 292 ± 37
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for E(b− y), DM and distance (in pc), respectively.
The unreddened color indexes were compared with
the output uvby − β grids of the models of LGK86.
With this we were able to determine an effective tem-
perature between 7200 K and 7900 K and a surface
gravity log g from 3.6 to 3.9. To do this we had to
assume a metal content [Fe/H] from the measure-
ments when the star passes through the F spectral
type stage. We determined a mean metallicity of
[Fe/H]= 0.042±0.106 for the whole data sample, and
of 0.011±0.113 for the values within the specified 0.3
to 0.8 phase limits. The model which is applicable
is, therefore, that of solar composition [Fe/H]= 0.0.
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1

J. H. Peña2,3,4, J. Calderón2,4, and D. S. Piña2,4

Received November 21 2018; accepted May 22 2019

ABSTRACT

uvby − β photoelectric photometry of sixty-five stars in the direction of
the open cluster NGC 1528 is presented. From the uvby − β photometry of the
cluster we classified the spectral types of the stars which allowed us to determine
the reddening (E(b-y) of 0.196 ± 0.054) and hence, their distance, in parsecs, of
(954 ± 154). We determined membership of the stars to the cluster and the age
(Log age equal 8.04) of the cluster. A metallicity [Fe/H] of −0.31 ± 0.08 was
calculated.

RESUMEN

Se presenta fotometŕıa fotoeléctrica uvby − β de 65 estrellas en la dirección
del cúmulo abierto NGC 1528. Ésta nos permite la determinación de los tipos
espectrales de cada estrella y su enrojecimiento (E(b-y) de 0.196±0.054), el cálculo
de la distancia a cada una y, por ende, la pertenencia de las estrellas al cúmulo
(954 ± 154) pc. Se establece la membreśıa de cada estrella al cúmulo y la edad de
éste (Log age de 8.04). Se determinó una metalicidad [Fe/H] de −0.31± 0.08.

Key Words: open clusters and associations: individual (NGC 1528) — techniques:
photometric

1. MOTIVATION

The study of open clusters provides many possi-
bilities for the investigation of different astronomical
topics. For example, establishing membership of the
stars to the cluster throws light on the initial mass
function; determining their ages gives clues on stel-
lar evolution; and fixing their distances and chem-
ical compositions helps to accurately establish the
chemical enrichment of the galaxy as a function of
the galactocentric distance. This line of research be-
gan long ago with the work of Villa Vargas (1999)
and the purpose of the present study is to comple-
ment the previous one with higher precision data,
since Strömgren photometry provides both an accu-
rate determination of the distance to the cluster and,
through the observation of stars of spectral type F,
of their metallicity.

1Based on observations collected at the San Pedro Mártir
Observatory, México.

2Instituto de Astronomı́a, Universidad Nacional
Autónoma de México, México.

3Observatorio Astrónomico Nacional de Tonantzintla, Uni-
versidad Nacional Autónoma de México, México.

4Facultad de Ciencias, Universidad Nacional Autónoma de
México, México.

The open cluster NGC 1528 has been a subject
of much research since its discovery in 1907 by Ho-
letschek.

According to the compilation of data of
open clusters in Paunzen and Mermilliod (2007),
WEBDA, NGC 1528 has a distance [pc] of 776; a
reddening [mag] of 0.258; a distance modulus [mag]
of 10.25; a log age of 8.568 and no reported value for
the metallicity.

In this paper, the distances to each one of the
stars are determined using uvby − β photoelectric
photometry with an already tested method, (See for
example Peña & Sareyan, 2006).

2. OBSERVATIONS

The observations were carried out at the Obser-
vatorio Astronómico Nacional de San Pedro Mártir,
México. The 0.84 m telescope, to which a spec-
trophotometer was attached, was used. The ob-
serving season lasted for six nights in December,
2017. NGC 1528 was observed only on one night,
that of December 8, 2017. The cluster was also ob-
served in December, 2016 by one of us (DSP). The
ID charts used were those of WEBDA, selected for

203
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TABLE 1

TRANSFORMATION COEFFICIENTS FOR
THE OBSERVING SEASON

season B D F J H I L

2017 0.084 1.013 1.002 0.023 1.020 0.131 −1.309

σ 0.084 0.047 0.040 0.035 0.015 0.029 0.082

a limiting magnitude around 12 mag, which is the
reasonably reachable limit given by the telescope-
spectrophotometer system used during both seasons.
A sample of sixty-five stars is presented.

2.1. Data Acquisition and Reduction

The procedure followed has been extensively used
and a description can be found in Peña et al. (2008),
Peña & Martinez (2014) or, more recently, in Peña et
al. (2017). What matters in the present paper are
the coefficients of the transformation equations to
the standard system and the numerical errors which
provide the goodness and confidence of our numerical
results.

In the transformation equations the coefficients
D, F , H and L are the slope coefficients for (b− y),
m1, c1 and Hβ, respectively. The coefficients B, J
and I are the color terms of V , m1, and c1. The
averaged transformation coefficients for each night
are listed with their standard deviations in Table 1.
Season errors were evaluated using the twenty-one
standard stars observed for a total of 37 observed
points. These uncertainties were calculated through
the differences in magnitude and colors for all nights,
for (V , b − y, m1, c1 and Hβ) as (0.010, 0.011,
0.015, 0.013, 0.001) respectively, providing a numer-
ical evaluation of our uncertainties for the season.
Emphasis is made on the large range of the magni-
tude and color values of the standard stars: V :(5.2,
8.8); (b − y):(0.00, 0.80); m1:(0.09, 0.68); c1:(0.08,
1.05) and Hβ:(2.50, 2.90). The numerical results ob-
tained are presented in Table 2. Column 1 lists the V
value; Columns two to five the standard deviations
of the color indexes (b − y), m1, c1 and Hβ. The
standard deviations values are a few hundredths or
thousandths of magnitude for each color index, and
provide an estimate of the accuracy of our photom-
etry.

Table 3 lists the photometric values of the ob-
served cluster stars. In this table, Columns one and
two list the ID of the stars in WEBDA (Paunzen
and Mermilliod, 2006) and in the TYC2 catalogue.
Columns 3 to 6 show the Strömgren values V , (b−y),

TABLE 2

SEASONAL STANDARD DEVIATIONS

σV σ(b− y) σm1 σc1 σβ

0.0125 0.007 0.009 0.010 0.002

m1 and c1, respectively; Column 7 lists the Hβ. The
unreddened indexes [m1] & [c1] are also presented.
The last column lists the spectral types derived from
Strömgren photometry.

3. COMPARISON WITH OTHER
PHOTOMETRIES

Since the cluster was observed in 2016 and 2017,
the first and obvious step was to compare both sea-
sons. This was done and the results were awkward.
Hence, our first problem was to elucidate which sea-
son was correct, if any.

Since no uvby−β data had been obtained previ-
ously for this cluster, a comparison of our values was
done with the available UBV photometry reported
in WEBDA. However, the intersection of both sets
uvby − β vs. UBV was very limited (eighteen en-
tries) despite the fact that our sample was significant
(sixty-five observed stars). In view of this we com-
pared our photometry from 2016 and 2017 with the
much larger sample of WEBDA CCD data. The in-
tersection of both sets was forty-one entries.

The comparison with the 2016 season showed
that the data of this season were inaccurate due
to bad weather conditions, whereas the 2017 sea-
son gave more accurate results. A linear fit between
both sets, 2017 uvby − β vs. UBV (CCD) yielded
the equation VWEBDA = 0.056 + 0.9994 Vpp with a
correlation coefficient of 0.9974 and a standard devi-
ation of 0.050. The color relationship yielded (B−V )
= 0.027 + 0.6176 (b−y) with a correlation coefficient
R of 0.9954 and a standard deviation of 0.024.

4. METHODOLOGY

Once we were sure of the quality of our uvby−β
data set, further analysis was necessary in order to
determine the physical characteristics of the stars in
the cluster.

The main problem was, of course, to determine
which stars belong to the cluster. To do this, the
distance to each star had to be fixed. To evaluate the
reddening we first established to which spectral class
the stars belonged: early (B and early A) or late (late
A and F stars) types; the later class stars (G or later)
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TABLE 3

uvby − β PHOTOELECTRIC PHOTOMETRY OF THE OPEN CLUSTER NGC 1528

WEBDA TYC2 V b− y m1 c1 Hβ [m1] [c1] SpTyp

(photometry)

1 3340-0786-1 8.760 0.190 0.052 0.710 2.697 0.111 0.672 B7V

2 3340-0288-1 9.637 0.183 0.088 1.147 2.833 0.145 1.110 A3

4 3340-1195-1 10.045 0.621 0.168 0.633 2.596 0.361 0.509 LATE

5 3340-1015-1 10.132 0.760 0.343 0.425 2.548 0.579 0.273 LATE

6 3340-0790-1 10.096 0.426 0.131 0.550 2.620 0.263 0.465 F5

7 3340-0782-1 10.094 0.220 0.191 1.086 2.871 0.259 1.042 A4p

8 3340-0290-1 10.430 0.227 0.097 1.222 2.839 0.167 1.177 A0V

9 3340-0429-1 10.390 0.267 0.120 0.918 2.789 0.203 0.865 A4V

10 3340-0905-1 10.803 0.195 0.082 1.162 2.846 0.142 1.123 B9

11 3340-0922-1 11.220 0.194 0.092 1.032 2.839 0.152 0.993 B8V

12 3340-0659-1 11.300 0.189 0.102 1.085 2.790 0.161 1.047 A9V

13 3340-0831-1 11.316 0.225 0.107 0.987 2.787 0.177 0.942 A2

14 3340-0914-1 12.010 0.206 0.201 0.935 2.862 0.265 0.894 A6p

31 3340-0803-1 9.400 0.343 0.139 0.575 2.676 0.245 0.506 F2

32 3340-0819-1 10.112 0.924 0.546 0.278 2.528 0.832 0.093 LATE

33 3340-0311-1 10.185 0.252 0.072 1.283 2.816 0.150 1.233 B9V

34 3340-1090-1 10.505 0.236 0.061 1.129 2.816 0.134 1.082 B9

35 10.477 0.395 0.201 0.315 2.568 0.323 0.236 G2V

36 3340-0812-1 10.746 0.185 0.074 1.049 2.806 0.131 1.012 B8V

37 3340-0890-1 11.008 0.163 0.140 1.001 2.819 0.191 0.968 A3

38 3340-1018-1 11.059 0.200 0.103 0.982 2.779 0.165 0.942 A4

39 3340-1001-1 11.026 0.209 0.091 1.057 2.833 0.156 1.015 B9V

40 3340-0521-1 11.199 0.228 0.062 1.171 2.827 0.133 1.125 A3

41 3340-1192-1 11.254 0.217 0.074 1.157 2.797 0.141 1.114 B9

42 3340-0774-1 11.335 0.271 0.138 1.032 2.799 0.222 0.978 A4V

43 3340-1021-1 11.493 0.198 0.082 1.097 2.815 0.143 1.057 B9V

44 3340-0858-1 11.337 0.152 0.143 0.966 2.815 0.190 0.936 A5

45 3340-1208-1 11.410 0.256 0.158 0.988 2.815 0.237 0.937 A5V

46 3340-0638-1 11.335 0.242 0.119 1.069 2.820 0.194 1.021 A4V

47 3340-0801-1 11.460 0.230 0.088 1.144 2.818 0.159 1.098 F5V

48 3340-0181-1 11.582 0.206 0.084 1.127 2.850 0.148 1.086 B9

49 3340-0685-1 14.427 1.824 −2.017 1.875 2.848 −1.452 1.510

50 3340-0800-1 11.928 0.342 0.131 0.848 2.689 0.237 0.780 A8V

51 3340-1250-1 11.973 0.190 0.134 1.088 2.956 0.193 1.050 A4V

63 9.949 0.202 0.064 1.202 2.791 0.127 1.162 B9

172 3340-0813-1 11.842 0.219 0.110 1.152 2.790 0.178 1.108 A2V

182 3340-0983-1 11.089 0.202 0.135 0.964 2.820 0.198 0.924 A5

185 3340-1041-1 11.762 0.154 0.098 0.645 2.695 0.146 0.614 B6V

193 3340-1381-1 11.877 0.286 0.128 1.070 2.854 0.217 1.013 A4V

194 3340-1527-1 11.621 0.256 0.160 1.078 2.886 0.239 1.027 A4

195 10.965 1.336 0.803 0.344 2.581 1.217 0.077 LATE

196 3340-1157-1 11.524 0.233 0.071 1.070 2.887 0.143 1.023 A1

197 3340-0784-1 10.769 0.204 0.045 0.609 2.739 0.108 0.568 B6V

204 3340-0136-1 11.597 0.249 0.130 1.146 0.207 1.096 A4V

205 3340-0403-1 11.851 0.209 0.056 1.143 2.849 0.121 1.101 B8V

206 3340-1154-1 11.901 0.390 0.143 0.469 2.619 0.264 0.391 F9

207 11.620 0.652 0.626 0.093 2.467 0.828 −0.037 LATE

209 3340-1222-1 9.068 0.153 0.032 0.565 2.673 0.079 0.534 B5V

210 3340-0846-1 11.962 0.239 0.097 0.997 2.866 0.171 0.949 B8

211 3340-0575-1 9.613 0.151 0.024 0.480 2.682 0.071 0.450 B5V

218 3340-0546-1 11.223 0.498 0.108 0.542 2.663 0.262 0.442 F9
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TABLE 3 (CONTINUED)

WEBDA TYC2 V b− y m1 c1 Hβ [m1] [c1] SpTyp

(photometry)

219 12.240 0.242 0.108 1.082 2.858 0.183 1.034 A2V

220 10.318 0.253 0.069 1.121 2.812 0.147 1.070 B9V

1017 10.466 0.432 0.155 0.371 2.584 0.289 0.285 G0V

1038 11.487 0.353 0.154 0.578 2.689 0.263 0.507 F2

1044 3340-1259-1 11.240 0.837 0.318 0.235 2.511 0.577 0.068 LATE

1551 11.432 0.300 0.151 1.097 2.822 0.244 1.037 A4p

1566 10.592 0.689 0.333 0.362 2.577 0.547 0.224 LATE

1580 11.609 0.820 0.346 0.382 2.530 0.600 0.218 LATE

1582 11.804 0.443 0.111 0.407 0.248 0.318 F8V

1584 11.295 0.437 0.132 0.432 2.611 0.267 0.345 F9

1590 11.299 0.254 0.127 1.015 2.878 0.206 0.964 A5

1613 12.117 0.428 0.105 0.517 2.635 0.238 0.431 F9

1618 10.467 0.333 0.009 1.168 2.749 0.112 1.101 A8I

6465 9.703 1.067 0.724 0.331 2.531 1.055 0.118 LATE

Fig. 1. Position of the stars in the [m1] − [c1] diagram
of Alpha Per (Peña & Sareyan, 2006)) for NGC 1528.
Small crosses are points for Alpha Per; black squares are
points for NGC 1528. The color figure can be viewed
online.

were not considered in the analysis since there is no
reddening calibration for these stars. We determined
each star’s spectral type through its location in the
[m1]− [c1] diagram (Figure 1).

The application of the calibrations for each spec-
tral type (Balona & Shobbrook 1984; Shobbrook
1984) for O and early A type and Nissen (1988) for
late A and F stars, respectively allowed us to deter-
mine their reddening, and hence their unreddened
color indexes. The procedure has been extensively
described in Peña & Mart́ınez (2014).

5. RESULTS

Figure 1 shows the position in the [m1]− [c1] di-
agram for stars in the direction of NGC 1528, along
with that of the stars with well-determined spectral
types in the open cluster Alpha Per (Peña & Sareyan
2006). In Table 3 the photometrically determined
spectral class is shown. Only a few stars have pho-
tometrically determined spectral types in WEBDA
and the agreement between both classifications is ad-
equate.

The physical parameters can be determined using
the uvby−β photometry data and adequate empir-
ical calibrations. These calibrations were proposed
by Nissen (1988) for A and F type stars and Balona
& Shobbrook (1984) and Shobbrook (1984) for the
O and early A types.

The application of these numerical packages gave
the results shown in Table 4, where the ID, redden-
ing, unreddened indexes, absolute magnitude, DM
and distance (in parsecs), are listed. The last two
columns present the membership probabilities de-
scribed below.

To establish membership of the stars to the clus-
ter the distance modulus or distance histograms (in
pc) are built. The goodness of the method has been
tested in the past by comparing results to the proper
motion studies for a well-studied cluster like α Per
(Peña & Sareyan 2006).

When the histogram of distance modulii for
NGC 1528 was built (Figure 2), the distances of the
stars showed a clear accumulation at a distance mod-
ulus of 9.8 ± 0.6, a peak determined by a Gaussian
fit to the distribution.
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TABLE 4

REDDENING AND UNREDDENED PARAMETERS OF THE OPEN CLUSTER NGC 6633

WEBDA E(b− y) (b− y)0 m0 c0 Hβ V0 MV DM Distance [Fe/H] Membership Probab.

(Present WEBDA

Paper) (382)

31 0.079 0.264 0.163 0.559 2.68 9.06 2.18 6.9 237 0.02 N 0.00

218 0.214 0.284 0.172 0.499 2.66 10.30 2.28 8.0 402 0.11 N 0.00

1584 0.093 0.344 0.160 0.413 2.61 10.89 2.77 8.1 422 −0.30 N 0.00

6 0.097 0.329 0.160 0.531 2.62 9.68 1.28 8.4 478 −0.25 N 0.00

2 0.152 0.031 0.134 1.118 2.83 8.98 0.41 8.6 518 N 0.99

7 0.162 0.058 0.240 1.054 2.87 9.40 0.82 8.6 518 N 0.00

9 0.300 −0.033 0.210 0.861 2.79 9.10 0.10 9.0 629 M: 0.00

1 0.236 −0.046 0.123 0.665 2.70 7.75 −1.28 9.0 640 M: 0.00

1590 0.275 −0.021 0.209 0.963 2.88 10.12 1.07 9.1 644 M: 0.00

220 0.242 0.011 0.142 1.075 2.81 9.28 0.18 9.1 661 M: 0.99

206 0.056 0.334 0.160 0.458 2.62 11.66 2.39 9.3 712 −0.25 M 0.00

34 0.220 0.016 0.127 1.087 2.82 9.56 0.22 9.3 739 M 0.99

14 0.126 0.080 0.239 0.910 2.86 11.47 2.11 9.4 744 M 0.99

196 0.239 −0.006 0.143 1.025 2.89 10.49 1.13 9.4 748 M 0.56

8 0.144 0.083 0.140 1.195 2.84 9.81 0.39 9.4 765 M 0.98

51 0.188 0.002 0.190 1.052 2.96 11.17 1.71 9.5 778 M 0.99

1613 0.122 0.306 0.142 0.493 2.64 11.59 2.04 9.6 814 −0.37 M 0.00

39 0.218 −0.009 0.156 1.016 2.83 10.09 0.53 9.6 816 M 0.99

10 0.156 0.039 0.129 1.132 2.85 10.13 0.57 9.6 819 M 0.99

182 0.229 −0.027 0.204 0.920 2.82 10.10 0.46 9.6 848 M 0.00

45 0.143 0.113 0.201 0.959 2.82 10.80 1.11 9.7 864 M 0.99

11 0.209 −0.015 0.155 0.992 2.84 10.32 0.63 9.7 869 M 0.99

63 0.133 0.069 0.104 1.177 2.79 9.38 −0.32 9.7 870 M 0.99

36 0.195 −0.010 0.132 1.012 2.81 9.91 0.17 9.7 885 M 0.72

209 0.210 −0.057 0.095 0.525 2.67 8.17 −1.63 9.8 911 M 0.00

37 0.183 −0.020 0.195 0.966 2.82 10.22 0.40 9.8 919 M 0.99

33 0.097 0.155 0.101 1.265 2.82 9.77 −0.06 9.8 922 M 0.99

193 0.295 −0.009 0.217 1.014 2.85 10.61 0.78 9.8 922 M 0.86

210 0.262 −0.023 0.176 0.947 2.87 10.83 0.96 9.9 943 M 0.98

46 0.249 −0.007 0.194 1.022 2.82 10.26 0.36 9.9 958 M 0.99

211 0.217 −0.066 0.089 0.439 2.68 8.68 −1.33 10.0 1006 M 0.70

197 0.257 −0.053 0.122 0.560 2.74 9.66 −0.40 10.1 1029 M 0.00

40 0.187 0.041 0.118 1.135 2.83 10.39 0.31 10.1 1041 M 0.99

48 0.188 0.018 0.140 1.091 2.85 10.77 0.66 10.1 1052 M 0.99

1618 0.306 0.027 0.101 1.110 2.75 9.15 −1.01 10.2 1075 M 0.00

44 0.177 −0.025 0.196 0.932 2.82 10.57 0.39 10.2 1090 M 0.85

42 0.149 0.122 0.183 1.002 2.80 10.69 0.48 10.2 1104 M 0.00

38 0.224 −0.024 0.170 0.939 2.78 10.09 −0.14 10.2 1114 M 0.99

13 0.249 −0.024 0.182 0.940 2.79 10.24 −0.02 10.3 1127 M 0.99

1551 0.203 0.097 0.212 1.056 2.82 10.56 0.23 10.3 1164 M 0.00

To determine membership to the cluster we as-
sumed that to be a member, the distance to the
star should be within one sigma of the mean av-
erage distance. The mean distance modulus value
of these stars is 9.87 ± 0.35. For the accumulation
of stars, membership is indicated by an M in the
twelfth column of Table 4. There are some stars
close to these limits and they are indicated by M.
Those beyond the membership limits are denoted by
N, non-members.

We compared our membership assignation with
that reported in WEBDA for NGC1528. The mem-
bership probabilities reported are listed in the last
column of Table 4. It is remarkable that out
of the thirty-four stars we found to be members,
twenty-seven have a high membership probability
and only nine have low membership probabilities in
WEBDA. However, some stars that we classified as
non-members have high membership probabilities in
WEBDA.
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Fig. 2. Histogram of the DM of the stars in the direction
of NGC 1528. The peak is at 9.8± 0.6.

The effective temperature of the hottest stars was
fixed by plotting the location of all stars on the
theoretical grids of Lester, Gray & Kurucz (here-
inafter LGK86), after calculating the unreddened
colors (Figure 3) for the correct chemical compo-
sition of the model considered. The metallicity of
NGC 1528 was not reported by WEBDA but it is
reported by Linga (1987) as −0.10. We found two
F type stars to be cluster members for which metal-
licity can be evaluated. The metallicities of these
stars, W206 and W1613 are −0.25 and −0.37, re-
spectively. However, the membership probability as-
signed in WEBDA is, in both cases, 0.0. In view of
this, we will consider models of solar metallicity.

We used the (b − y) vs. Hβ diagram of LGK86
which allows the determination of the temperatures
of the hottest stars with an accuracy of a few hun-
dredths of degrees. The temperature for the hottest
star, W211, is around 16200 K. W211 has a member-
ship probability of 0.70 according to WEBDA and is
a member of the cluster according to our results. The
second hottest star is W209 with a T e of 15500 K; ac-
cording to WEBDA it is a non-member star although
it belongs to the cluster in our findings. However,
both W211 and W209 have log g values of 3.0 and

W01

W197

W209

W211

-0.15 -0.10 -0.05 0.00

2.6

2.7

2.8

2.9

25000 20000

15000

12000

---2.5

---3.5

---4.5lgk 0.0

H

(b-y)0

 NGC 1528

Fig. 3. Location of the unreddened points (filled squares)
in the LGK86 grids. Values of the effective temperature
and surface gravity are indicated.

3.5 respectively. Furthermore, W197 has log g of 4
and an effective temperature of 13500 K (log T e of
4.13). Once the membership and effective temper-
ature of the hottest star are established, an age for
NGC 1528 can be determined through the calibra-
tions of Meynet, Mermilliod & Maeder (1993) from
the relation log(age) = −3.611 × (log T e) + 22.956
valid in the range log T e within the limits [3.98, 4.25].
The results is log(age) = 8.04. All these quantities
are summarized in Table 5.

6. DISCUSSION

With the procedures we have described we ob-
tained distances for stars of spectral types B, A and
F. Membership was assigned in the histogram for
those stars within one sigma of the distance mean
value. Out of our sample of sixty-five stars, thirty-
four were considered to be members in this fash-
ion, six to be marginally members and nine non-
members. Eleven were late type stars and no dis-
tance was determined for them. A mean reddening
value was calculated for the member stars. The age
was fixed from the temperature of the hottest star
which, by the way, is considered to be a member of
the cluster both in the literature and in our findings.
This age is in agreement with its spectral type, B5V.

7. CONCLUSIONS

The physical characteristics we determined in the
present study coarsely agree with the previously de-
termined ones. As was mentioned at the begin-
ning, the distance was fixed at 776 pc. Our value
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TABLE 5

CHARACTERISTICS OF THE OPEN CLUSTER NGC 1528

WEBDA Lynga (1987) Present Paper

Distance [pc] 776 776 954± 154

Reddening [mag]E(B − V ) 0.258 0.258 0.251± 0.069

Reddening [mag]E(b− y) 0.145 0.196± 0.054

Distance modulus [mag] 10.25 9.87± 0.35

Log age 8.568 8.57 8.04

[Fe/H] −0.10 −0.31± 0.08

is 954± 154 pc. Of the 65 stars studied 14 are early
type stars, 16 A type stars, and only two are of spec-
tral type F with a mean [Fe/H] of −0.310 ± 0.079;
the reddening E(B − V ) was 0.258 mag, whereas
our value for E(b − y) of 0.196 ± 0.054 gives an
E(B − V ) of 0.251 ± 0.069 if the well-known rela-
tion of E(b − y) = 0.78E(B − V ) is applied. The
reported age is log(age) = 8.568, whereas our de-
termined value is 8.04. However, the values from
the uvby − β photoelectric photometry were deter-
mined on a star-by-star basis whereas the literature
values were determined by the main sequence fitting
method, which does not consider the membership
probability of each star, but rather the overall be-
havior of the all stars in a coarse statistical manner.
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ABSTRACT

We present 3D hydrodynamical simulations of the circumstellar bubble from
a Wolf-Rayet runaway star. In the models two properties were taken into account:
(a) the proper motion of the central star through the interstellar medium (ISM)
and (b) the evolution of the stellar wind from the red supergiant (RSG) stage to
the Wolf-Rayet (WR) stage. From the hydrodynamic results synthetic X-ray maps
in the [0.3 − 1.2] keV energy range were computed. These maps show that the
bubble morphology is affected by the stellar motion, producing a bow shock in
the RSG stage that can explain the limb-brightened morphology observed. Addi-
tionally, these synthetic maps show filamentary and clumpy appearance produced
by instabilities triggered from the interaction between the WR wind and the RSG
shell. It was found that these types of collisions can explain the origin of the X-ray
emission observed in the nebulae of Wolf- Rayet stars.

RESUMEN

Presentamos simulaciones hidrodinámicas 3D para nebulosas producidas por
estrellas Wolf-Rayet con movimiento propio. En los modelos tomamos en con-
sideración el movimiento de la estrella a través del medio interestelar (ISM), la
tasa de pérdida de masa y la velocidad del viento estelar correspondientes a las
fases de súper-gigante roja (RSG) y Wolf-Rayet (WR). A partir de los resultados
numéricos, generamos mapas sintéticos de emisión en rayos X en el intervalo de
enerǵıa [0.3− 1.2] keV. Los mapas muestran una asimetŕıa debida al choque de proa
que se produce en la fase de RSG. Adicionalmente, los mapas presentan estructuras
filamentarias originadas en la colisión de las burbujas producidas por la RSG y WR.
Esta colisión explica también el origen de la emisión de rayos X que se observa en
las nebulosas producidas por estrellas Wolf-Rayet.

Key Words: ISM: bubbles — methods: numerical — stars: evolution — stars:
winds, outflows — stars: Wolf-Rayet

1. INTRODUCTION

Hot massive stars exhibit fast stellar winds that
sweep up the surrounding interstellar medium (ISM)
creating structures known as interstellar bubbles.
Weaver et al. (1977) described an analytical model
used to predict the X-ray emission of such objects,

1Tecnológico de Estudios Superiores de Tianguistenco,

Santiago Tianguistenco, Estado de México, México.
2Instituto de Ciencias Nucleares, Universidad Nacional

Autónoma de México, Ciudad de México, México.
3Instituto de Astronomı́a, Universidad Nacional Au-
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4Instituto de Astronomı́a Teórica y Experimental,

Córdoba, Argentina.
5Departamento de Materiales y Tecnoloǵıa, Universidad

Nacional de Córdoba, Córdoba, Argentina.

considering an inner zone of shock-heated gas with
temperatures of order 106 K enclosed within a dense
spherical shell with temperatures of order 104 K.
This analytical model considered an isotropic stellar
wind with constant mechanical luminosity interact-
ing with a homogeneous ISM, and predicted a center-
filled X-ray sphere surrounded by optical emission.

Wolf-Rayet stars offer an ideal laboratory for the
study of such bubbles because they are massive stars
(progenitor stellar masses greater than 30 M⊙) with
mass loss rates of Ṁ ≈ 10−5−10−6M⊙yr

−1 and stel-
lar wind velocities that go from 1000 to 2000 km s−1.
However, observations show bubbles with asymmet-
ric structures meaning that the predictions of the
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analytical models are not valid in general (Chu et
al. 1983; Heckathorn et al. 1982; Miller & Chu 1993;
Marston et al. 1994a,b). This observed asymmetry
can be caused either by inhomogeneities in the ISM
(Toalá et al. 2017) or by anisotropic mass loss rates
(Chita et al. 2007, 2008). An alternative mechanism
considers the stellar motion that provides a pres-
sure asymmetry, producing asymmetric stellar wind
bubbles. The stellar proper motion is supersonic for
many massive stars and produces bow shocks when
interacting with the ISM (van Buren & McCray
1988; Cox et al. 2012; Peri et al. 2012, 2015). Both
analytical models (van Buren et al. 1990; Mac Low
et al. 1991; van Buren & Mac Low 1992) and numer-
ical models (Brighenti & D’Ercole 1995a,b; Mackey
et al. 2015; Meyer et al. 2015) have been presented
to describe stellar wind bow shocks.

Additionally, filamentary structures and clumps
have been observed in these WR nebulae in opti-
cal bands (Chu 1981; Chu et al. 1983; Moore et al.
2000; Gruendl et al. 2000; Stock & Barlow 2010) and
X-ray emission (Wrigge et al. 1994, 2005; Chu et al.
2003; Zhekov & Park 2011; Toalá et al. 2012, 2014).
These features can be obtained with numerical mod-
els that take into account the evolution of the star
(mainly the change in mechanical luminosity over
time) and its interaction with the circumstellar gas.
The evolution history that precedes the WR phase
starts from the main-sequence (MS) phase to either
the red supergiant (RSG) or luminous blue variable
(LBV) phases. Each stage of the stellar evolution is
characterized by its own mechanical luminosity and
by the formation of a new shell. The interaction be-
tween these shells develops instabilities that give rise
to the formation of clumps and filamentary struc-
tures that have been reproduced by hydrodynamic
simulations (Garcia-Segura et al. 1996a,b; Brighenti
& D’Ercole 1997) and radiation-hydrodynamic sim-
ulations (Toalá & Arthur 2011; Dwarkadas & Rosen-
berg 2013; Freyer et al. 2006). An important result
obtained from these works is the conclusion that the
X-ray luminosity is dominated by the emission from
the WR shell rather than the shocked WR wind
which is the source of the X-ray in the analytical
models (Freyer et al. 2006). The numerical models
show that soft X-ray emission can be enhanced by
thermal conduction, in agreement with the observa-
tions (Toalá & Arthur 2011).

In this work we tested, by means of three-
dimensional hydrodynamic numerical simulations,
the joint effects of the evolutionary phases of a Wolf-
Rayet star that moves through the ISM during its
lifetime. The hydrodynamic simulations were carried

out with the adaptive grid code YGUAZÚ-A with
the aim of reproducing the morphology observed in
the X-ray emission. We used the numerical results
to obtain synthetic thermal X-ray emission maps.
This manuscript is organized in the following way:
in § 2 the models of the WR nebulae are presented.
In § 3 the initial conditions of the numerical simula-
tions are listed as well as an explanation on how the
simulation of the thermal X-ray emission was carried
out. The results are given in § 4 and a comparison
with observations is given in § 5. Finally in § 6 a
summary of the conclusions is presented.

2. MODELLING WR NEBULA

The runaway WR nebula was modelled consid-
ering the evolution of the central star from RSG to
WR. The first step was to simulate the RSG phase
which will produce a bow shock as a result of the
motion of the runaway star. This was done in the
frame of reference of the runaway star, i.e., the star
was kept at the center of the computational domain
with the ISM moving at the velocity at which the
star travels (−V⋆). The momentum balance between
the stellar wind ram pressure and the ISM, known
as stand-off distance (R0) (see Wilkin 1996), is:

R0 =

(

ṀwVw

4πn0µmHV 2
⋆

)1/2

, (1)

where Ṁw and Vw are the stellar mass-loss rate and
the wind velocity respectively, V⋆ is the velocity of
the star, n0 is the numerical density of the uniform
ISM, µ is the mean atomic mass and mH is the mass
of the hydrogen atom. For the RSG stage we chose
the values for the mass loss rate and the stellar wind
velocity as Ṁw = ṀRSG and Vw = VRSG respec-
tively. The cells where the wind is injected were im-
posed within a sphere of radius 5× 1017cm for both
the RSG and the WR stages. At a certain integra-
tion time, when the shell reaches R0, the RSG stage
enters a quasi-stationary state. At this time the sec-
ond step of the simulation is imposed by replacing
the RSG wind with a WR stellar wind.

The parameters for the different winds used in
these simulations are summarized in Table 1 and cor-
respond to the values obtained by Garcia-Segura et
al. (1996b) for 35M⊙ stars. The RSG wind veloc-
ities range from 30 km s−1 to 75 km s−1, with the
velocity of the star assumed to be within typical val-
ues of V⋆ < 100 km s−1. The table also shows the
numerical density values of the ISM.
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TABLE 1

SIMULATED MODELS

ṀSRG VSRG V⋆ ṀWR VWR n0 R0

Models M⊙ yr−1 km s−1 km s−1 M⊙ yr−1 km s−1 cm−3 pc

M1 8× 10−5 75 75 3× 10−5 2000 0.4 2.4

M2 3× 10−5 50 75 3× 10−5 1600 0.1 2.5

M3 8× 10−5 50 50 3× 10−5 1600 1.0 1.9

M4 3× 10−5 30 75 3× 10−5 1600 1.0 0.6

The second step in the simulation is carried out
until a bubble is formed by the interaction between
the WR wind and the shell produced by the RSG
stellar wind. We used a constant mechanical lu-
minosity for each stage similar to Garcia-Segura et
al. (1996a) and did not include the stellar ioniza-
tion photon flux. The notation for the models is:
model 1 (M1), model 2 (M2), model 3 (M3) and
model 4 (M4).

3. THE NUMERICAL MODEL

The 3D numerical simulations where carried out
with the Yguazú-a hydrodynamical code (Raga et al.
2000, 2002). The code integrates the gas dynamic
equations with a second-order accurate implementa-
tion of the flux vector splitting method (see van Leer
1982) on a binary adaptive grid, along with a system
of rate equation for the atomic/ionic species: [H I],
[H II], [He III], [He II], [He III], [C II], [C III], [C IV],
[N I], [N II], [N III], [O I], [O II], [O III], [O IV], [S II]
and [S III]. A computational domain with a physical
size of (16pc×8pc×16pc) along the x−, y−, and z−
directions, respectively, with a maximum spatial res-
olution of 9.7×1016cm, was employed. The xz-plane
was chosen as the plane of the sky.

The numerical simulation provided us with den-
sity and temperature distributions which were com-
bined with synthetic X-ray spectra to simulate
the X-ray emission of the WR nebulae. The
X-ray emissivity coefficient (jν(n,Z,T)) was calcu-
lated in the limit of low-density regime, which is
jν(n,Z,T) = n2χ(Z,T), where χ(Z, T ) is a function
of the metallicity and the temperature. Both the
gas electron density (n) and temperature (T ) were
obtained from the numerical results. The synthetic
spectra were obtained with the chianti data base
(Dere et al. 1997; Landi et al. 2006), where a ther-
mal optically-thin plasma in ionization equilibrium
(IEQ) was considered. To compare with observations
the X-ray emission coefficient (jν(n, T )) was calcu-
lated in the energy range [0.3 − 1.2] keV assuming

an ISM absorption due to a hydrogen column den-
sity of NH = 3.13 × 1021cm−2. Abundances in the
WR stage were selected from Mesa-Delgado et al.
(2014) for the WR nebulae NGC 6888 since this is a
WR nebula in which a diffuse X-ray emission was de-
tected (Toalá et al. 2016, 2014; Zhekov & Park 2011;
Wrigge & Wendker 2002).

4. RESULTS

4.1. RSG Stage

As mentioned in § 2, the RSG phase was sim-
ulated until an integration time corresponding to
when the stand-off distance R0 was reached in each
model. The top row panels of Figures 1, 2, 3, and
4 (left panel) display the temporal evolution of the
density distribution on the xz− plane. These show
a characteristic bow shock bubble produced by the
interaction of the isotropic RSG wind and the plane-
parallel wind (modelled as the ISM moving towards
the star due to our reference system moving with the
star).

The axisymmetry of the bow shock bubble is
broken by the development of Vishniac instabilities
(Vishniac 1983). At this stage of the evolution the
RSG wind is dense enough to produce a radiative
terminal shock forming a thin, dense shell which is
observed in the [H II] density distribution for M1 (see
Figure 5 top row panel). We show that this region
has temperatures, at 80 kyr, of ≈ 104 K as shown in
Figure 6. The models are hydrodynamic and do not
take into account the stellar radiation, so they are
expected to produce a thin shell in the H II density
distribution, produced by the shock wave. In works
where stellar radiation is included the ionization re-
gions are extended and fully ionized (Dwarkadas &
Rosenberg 2013; Meyer et al. 2015).

At 80 kyr and 100 kyr for models M1 and M2,
respectively, and at 120 kyr for both models M3 and
M4 the balance between the ram pressure of the stel-
lar wind and the ISM are achieved. Stellar evolution
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Fig. 1. For the M1 run temporal evolution of the density
distribution is shown, on the xz−plane, for several inte-
gration times. The three top panels display the interac-
tion between the RSG stellar wind and the plane-parallel
ISM wind, which produces a characteristic bow shaped
morphology. The evolution of the WR stellar wind into
the asymmetric RSG shell is shown in the middle three
panels, while the three bottom panels display the inter-
action between the RSG and WR shells. Both axes are
given in units of pc, while the logarithmic grey scale gives
the density in units of cm−3.

models for 35M⊙ predict that the duration of this
stage is ≈ 200 kyr (Garcia-Segura et al. 1996b), ap-
proximately twice to what was obtained.

4.2. WR Stage

As mentioned above the WR stage starts at times
t = 80, t = 100 kyr for M1 and M2, respectively, and
at t = 120 kyr for both M3 and M4, i.e. when the
WR stellar wind is turned on. The middle row pan-
els in Figures 1, 2, 3, and 4 (middle panel) show how
the WR stellar wind evolves through the RSG wind
material. A spherical shell is formed due to the fast-
slow wind interaction which takes place inside the
smooth RSG medium, showing the development of
Rayleigh-Taylor instabilities. A similar behavior is
observed for the ionized hydrogen, H II density dis-
tribution in Figure 5 (middle panel) for M1. At inte-
gration times of t = 84, 103, 124 and 122 kyr for M1,
M2, M3, and M4, respectively, the collisions between
RSG and WR shells have just started.

Fig. 2. The same as in Figure 1 but for M2.

Fig. 3. The same as in Figure 1 but for M3.

4.3. Shell Collision

The hypothesis is that Wolf-Rayet nebulae are
originated in the collision between the shells formed
during the WR and RSG stages. In order to check
this, the evolution of the collision of the wind shells
was followed. The panels in the bottom row of Fig-
ures 1, 2, 3, and 4 (middle and right panel) display
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Fig. 4. The same as in Figure 1 but for M4.

Fig. 5. For the M1 run, the temporal evolution of the
number density distribution of the ionized hydrogen,
[H II], is shown. These synthetic maps were computed
considering that the line of the sight is along the y− axis
(i.e. xz− plane is the plane of the sky). Both axes are in
units of pc. The logarithmic gray scale is given in units
of cm−3

this evolution. They show that for M1 the start of
the interaction occurs at an integration time between
84 and 85 kyr. The end of this interaction occurs at a
time of 87 kyr, when the WR wind has passed com-
pletely through the bow shock structure generated
by the RSG wind. Similarly, for M2 the shell colli-
sion takes place at an integration time [105−107] kyr,
for M3 [124− 127] kyr, and 122 kyr for M4.

4.4. X-ray Emisson From Shell Collision

Synthetic maps were created for each model for
X-ray emission in the [0.3 − 0.7], [0.7 − 1.2], and

Fig. 6. For M1 the synthetic temperature map at pre-
collision time t = 80 kyr is shown. This synthetic map
was computed considering that the line of the sight is
along the y− axis (i.e. xz− plane is the plane of the
sky). Both axes are in units of pc. The logarithmic gray
scale gives the temperature in units of degrees K.

Fig. 7. X-ray emission in the [0.3 − 1.2] keV band. Top
row panel, middle row panel, and bottom row panel for
M1, M2, and M3, respectively. Both axes are in units
of pc. The logarithmic gray scale gives the flux in units
of erg s−1 cm−2 sr−1

[1.2 − 3] keV bands. We found only soft emission,
so there is no considerable emission in the interval
[1.2 − 3.0] keV. The emission is significant for the
([0.3−1.2]) keV energy band which is displayed in the
top, middle, and bottom row panels of Figure 7, for
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Fig. 8. Left panel. For M1 the synthetic temperature map at collision time t = 87 kyr is shown. This synthetic map
was calculated considering that the line of the sight is along the y− axis (i.e. xz− plane is the plane of the sky). Both
axes are in units of pc. The logarithmic gray scale gives the temperature in units of degrees K. Right panel. For Mod1
a comparison between the X-ray (in gray scale) and the [H α] emissions is shown (black contours at level 4× 10−9) for
an integration time of 87 kyr. Both axes are in pc. The logarithmic gray scale is in units of erg s−1 cm−2sr−1

Fig. 9. X-ray luminosity in the [0.3 − 1.2] Kev band as
a function of time for M1, M2, M3, and M4. The color
figure can be viewed online.

models M1, M2, and M3, respectively (these maps
correspond to the collision times). These maps show
a clumpy and filamentary morphology. The size of
the emitting region increases as the collision evolves
in time, to a lesser extent for M3. This suggests that
this nebula could be the product of the collision be-
tween the WR and the RSG winds. Figure 8 (left
panel) shows the spatial distribution of the temper-
ature at a time t = 87 kyr for M1. A shell with
temperatures 106 − 107 K, surrounded by an outer
shell with temperatures of 105 − 104 K is observed.

In order to analyze the spatial distribution of the
H α and X-ray emission, the right panel of Figure 8
compares both emissions. In gray scale the thermal
X-ray emission is displayed while the H α emission is
shown as black contours. From this figure we can see
that the optical emission appears to wrap around the
thermal X-ray emission. An important result is that
the maximum in X-ray emission occurs in the colli-
sion, as shown in Figure 9. The maximum emission
for M1 takes place at a time of 86 kyr with a value
of 7.8 × 1033 erg s−1. For M2 it occurs at 107 kyr
with a value of 3.5 × 1033 erg s−1, M3 reaches max-
imum at 125 kyr with value 1.7 × 1033 erg s−1, and
for M4 the maximum occurs at 122 kyr, with a value
of 7.8× 1033 erg s−1.

5. DISCUSSION

The standard model from Weaver et al. (1977)
proposes thermal conduction at the interface be-
tween hot gas (or shocked wind) and cold and dense
gas (or shocked interstellar medium) with tempera-
tures of 106 K and 104 K, respectively, as the mech-
anism for explaining the X-ray emission in stellar
wind bubbles. The density of the hot gas increases
due to the photoevaporation caused by the thermal
conduction in the interface, producing an increase on
the X-ray emission. However, their predictions are
not compatible with the low luminosities observed.

Soft X-ray emission has been detected in Wolf-
Rayet nebulae with luminosities in the range
Lx = 1033 − 1034 ergs−1 (Chu et al. 2003; Toalá et
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TABLE 2

LUMINOSITIES OF THE MODELS

Model Lx[erg/s] Time [kyr]

[0.3− 0.7]a keV [0.3− 1.2]a keV [0.3− 0.7]bkeV [0.3− 1.2]b keV

M1 6.9× 1033 7.8× 1033 1.6× 1031 6.5× 1031 86

M2 3.0× 1033 3.5× 1033 0.8× 1031 3.5× 1031 107

M3 1.5× 1033 1.7× 1033 0.2× 1031 2.2× 1031 125

M4 6.8× 1033 7.8× 1033 1.5× 1031 9.9× 1031 122

aCorrected for absorption.
bWith absorption.

al. 2012, 2015, 2016). Our models show that the to-
tal X-ray luminosity Lx (corrected by absorption) at
the time of collision is close to these values, sum-
marized in Table 2. A large part of the emission
in the [0.3 − 1.2] keV band comes from the subin-
terval [0.3 − 0.7] keV; for our models it represents
≈ 90 %. The soft X-ray emission is associated to a
short period of time of the order of ≈ 1 to 2 kyr (see
Figure 9). Hydrodynamic models with thermal con-
duction show a similar behavior, although soft X-ray
emission lasts for periods of time < 50 kyr (Toalá &
Arthur 2011). If we consider the ISM absorption in
our calculation of the X-ray luminosities they turn
out to be lower by two orders of magnitude (see Ta-
ble 2).

The synthetic maps show a clumpy structure
formed by instabilities due to the wind interaction.
We also note that the brightness distribution of these
emissions exhibits limb-brightening (at most one or-
der of magnitude higher to the right of our syn-
thetic nebulae). The limb-brightening is observed
to a lesser degree for M3 (see Figure 7).

The synthetic X-ray emission maps (see Figure 7)
show that most of the emission is coming from sev-
eral filaments produced by the wind collisions be-
tween the shells from the RSG and WR stages, while
according to the theory the X-ray profile should be
centrally filled. Previous works have shown that soft
X-ray emissions in models of WR nebulae come from
clumps and can be enhanced by thermal conduction
(Freyer et al. 2006; Toalá & Arthur 2011). In spite of
our models being hydrodynamic, which do not con-
sider the effect of thermal conduction, we measure
luminosities similar to the ones obtained by Freyer
et al. (2006) and Toalá & Arthur (2011).

Only 12 runaway WR stars in our Galaxy have
been reported. For WR 3, WR 148, and WR 124 cor-
rected absorbed luminosities of ≈ Lx = 1032 erg s−1

(Rosslowe & Crowther 2015) were obtained, one or-
der of magnitude lower than the ones obtained in
these models, see Table 2. The asymmetric nebula
observed in NGC 6888 can be due to the motion of
the star through the ISM. The star WR 136 is clas-
sified as a runaway star with a velocity (from the
proper motion) ≈ 100 km/sec. However, the orien-
tation between the bow shock symmetry axis and the
velocity is 90 degrees (van Buren et al. 1995).

6. CONCLUSIONS

We have carried out 3D hydrodynamical simu-
lations in order to model the evolution and emis-
sion of WR nebulae. As in previous works (Garcia-
Segura et al. 1996a) we have followed the evolution
of the stellar wind of the central star from the RSG
to WR phase. We considered the velocity of the cen-
tral star in the nebula as moving in an ISM with a
constant density. This produces a RSG shell with
bow shock morphology. From the density and tem-
perature distributions obtained from our numerical
results several synthetic X-ray emission maps (in the
[0.3− 1.2] keV energy range) were generated. These
synthetic X-ray emission maps show a non-uniform
brightness distribution. Limb-brightened, clumpy,
and filamentary emissions are displayed in Figure 7,
in good agreement with observational results (Gru-
endl et al. 2000; Moore et al. 2000). This spatial
distribution of the emission is generated by the joint
action of the stellar motion and the stellar evolution
from the RSG to WR phases. The limb-brightened
structure is produced by the collision of the SRG
shell with the WR stellar wind. This collision pro-
duces an enhancement of the density and the tem-
perature, giving as a result an increase in the X-ray
emission, with a difference between the low and high
emission regions of one order of magnitude at most.
The total X-ray luminosity computed from the sim-
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ulations displays an increase after the shell collision
(see Figure 9). The emission in hard X-rays is weak,
only the soft X-ray emission is considerable.

In summary, our model, which includes the stel-
lar wind evolution from the RSG to the WR stage
and the motion of the central star of the WR neb-
ulae, can reproduce an asymmetric morphology in
X-ray emission.
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G., & Heger, A. 2008, A&A, 488, L37

Chu, Y.-H. 1981, ApJ, 249, 195
Chu, Y.-H., Treffers, R. R., & Kwitter, K. B. 1983, ApJS,

53, 937
Chu, Y.-H., Guerrero, M. A., Gruendl, R. A., Garćıa-
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ABSTRACT

The open cluster Upgren 1 presents peculiar features that in the past led to di-
vergent opinions about its existence. In previous studies of other clusters, uvby − β
photoelectric photometry has shown results in agreement with other techniques;
therefore, the photometry obtained in the present work has been combined with
data from previous studies to examine the brightest stars in the direction of the
cluster. Analyzing the unreddened indexes, we found that all the stars are of late
spectral types. Applying the empirical relations of Nissen (1987) to determine the
reddening and, consequently, the unreddened indexes, we found that all but three
are located at a distance of 123 ± 17 pc. The assigned membership in this study
is in concordance with that of Upgren, Philip and Beaver (1982) obtained through
radial velocities.

RESUMEN

El cúmulo abierto Upgren 1 presenta caracteŕısticas muy particulares que ha-
cen que las investigaciones lleguen a conclusiones divergentes sobre su existencia.
Debido a que en el pasado la fotometŕıa fotoeléctrica uvby − β ha probado ofrecer
resultados acordes con otras técnicas, la hemos conjuntado con estudios previos
con la misma fotometŕıa para estudiar las estrellas más brillantes en la dirección
del cúmulo. Mediante el analisis de los ı́ndices desenrojecidos hemos encontrado
que todas las estrellas son del tipo tard́ıo. Aplicando las calibraciones emṕıricas de
Nissen (1988) para determinar el enrojecimiento y, por ende, los ı́ndices desenro-
jecidos, encontramos que todas, salvo tres, son estrellas agrupadas a una distancia
de 123± 17 pc. La membreśıa asignada a este estudio está en concordancia con el
trabajo de Upgren, Philip and Beaver (1982) obtenido por una técnica totalmente
diferente, mediante velocidades radiales.

Key Words: open clusters and associations: individual (Upgren 1) — techniques:
photometric

1. BACKGROUND

In 1965 Upgren and Rubin (1965) in an objective-
prism study of the distribution in a North Galactic
Pole region noted a compact grouping of F-type stars
at coordinates RA 12 35 01 and Dec. +36 22 18
(2000). They studied these stars with a one-slit spec-
trogram on the Cassegrain spectrograph (125Å/mm)

1Based on observations collected at the San Pedro Mártir

Observatory, México.
2Instituto de Astronomı́a, Universidad Nacional

Autónoma de México, México.
3Observatorio Astrónomico Nacional de Tonantzintla, Uni-

versidad Nacional Autónoma de México, México.
4Facultad de Ciencias, Universidad Nacional Autónoma de

México, México.

of the 36-inch reflector of the Kitt Peak National
Observatory. In addition, photoelectric magnitudes
and colors in the U,B, V system were determined
for five stars with the 28-inch reflector of the Flower
and Cook Observatory of the University of Pennsyl-
vania. The separation of the F stars in the sky is
about 15 minutes of arc. At a mean distance of 140
parsecs, this separation corresponds to a linear sep-
aration of about one parsec. Finally they concluded
that the narrow range in the radial velocities and
distance modulii for these seven stars suggested that
they formed a cluster. If it is assumed that the five
dwarf stars define a main sequence, then the turnoff
was at about spectral class F2, the same point found

221
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for the old galactic cluster M 67. They later stated
that the apparent great age of the group indicated
that a number of fainter stars of low mass, which
once belonged to the cluster, may have escaped.

In 1982 Upgren, Philip, & Beavers (1982) in a
study through narrow-band photometry with the
four-color system and radial velocities stated that
these data indicate that five of the seven stars were
physically associated and formed a small cluster.
The other two stars could also be members. The
cluster distance is about 117 pc and its turnoff point
is near (B − V ) = 0.5, which again suggests an age
similar to that of the old open cluster M67. They
also concluded that it forms the residual core of a
much larger cluster, whose fainter members are no
longer associated, and is probably in its final stage
of dissolution.

In their discussion they stated that Anderson
(1966) and Osborn (1967) published proper motions
for the stars in an attempt to determine the exis-
tence of a mutual association among them. Both
concluded that the seven stars do not form a single
physical group, although they found that some of
them do share a common proper motion.

Upgren et al. (1982) emphasized that if the group
were real, it would be a very unusual open cluster.
The member stars are very unlikely to be in bound
motion around each other. Thus, it is most probable
that the group is a residual core of a small open
cluster whose fainter and less massive members have
had time to dissociate from the loosely bound group.

Later, in 1997, Stefanik et al. (1997) monitored
the radial velocities of the seven stars reported by
Upgren and Rubin (1965) and determined that two
of the stars have velocities which are clearly incon-
sistent with a physical association with the other five
stars.

In 1998 Baumgardt (1998) carried out a study
entitled “The nature of some doubtful open clus-
ters as revealed by Hipparcos”, in which the cluster
Upgren 1 is included. Based on the parallaxes and
proper motions obtained by Gatewood et al. (1988)
who concluded that Upgren 1 consists of two dy-
namically different groups, they collected the paral-
laxes and proper motions of the 7 stars that could be
found in the Hipparcos catalogue. They determined
that, with the exception of stars 3 and 5, the pro-
posed members share no common motion and con-
clude that Upgren 1 is not a cluster.

This result was reinforced later when Baumgardt,
Dettbarn & Wielen (2000), in a paper on mem-
bership probabilities through proper motions, found
that none of the six studied stars belong to a cluster.

Fig. 1. ID chart of the observed stars as in Webda. The
studied stars are indicated.

There are several reports on uvby − β photo-
electric photometry (see Table 1) of the stars origi-
nally supposed to belong to Upgren 1; hence, we de-
cided to study this cluster once more using uvby−β
photometry, because the question of membership has
not been settled. We obtained new uvby − β pho-
toelectric photometry since this system provides a
different approach for determining correct distances
to each one of the stars (see, for example Peña &
Sareyan, 2006). Therefore, the present study could
throw fresh light on this matter.

In the compilation of data of open clusters of
Paunzen and Mermilliod (2007, WEBDA), no char-
acteristics of Upgren 1 have been reported and no
membership of the stars to the cluster is provided.

2. OBSERVATIONS

The observations were carried out at the Obser-
vatorio Astronómico Nacional (OAN) at San Pedro
Mártir, Mexico using a 0.84m telescope with an at-
tached sepctrophotometer during six nights in the
summer of 2018. On June 1 and June 2 the open
cluster was observed. The nomenclature of Rufener
(1971) was used to assign IDs to every star, except
for a faint star near Star 9 at 2” in the SE direc-
tion. We identified this star as Upgren 09b. All are
indicated in Figure 1.

2.1. Data Acquisition

The procedure used to acquire the data has been
amply utilized in Mexico since the arrival of the
“Danish” spectrophotometer in 1986. A description
of the typical procedure can be found in Guerrero
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TABLE 1

OBSERVATION OF UPGREN 1 WITH uvby − β PHOTOELECTRIC PHOTOMETRY

Author Reference Number

Perry (1969) AJ 74, 705 1 star

Hilditch, Hill & Barnes (1976) MRAS 82.95 4 stars

Upgren, Philip & Beavers (1982) PASP 94,229 7 stars

Hill & Barnes (1982) PDAO XVI 297 1 star

Olsen (1983) AAS54,55 3 stars

Castelaz, Persinger, Stein et al. (1991) AJ 102, 2103 3 stars

Olsen(1993) AAS 102,890 1 star

Present Paper 9 stars

TABLE 2

TRANSFORMATION COEFFICIENTS OBTAINED FOR THE OBSERVED SEASON

Season B D F J H I L

2018 0.031 0.976 1.020 0.015 0.096 0.080 −1.369

σ 0.038 0.011 0.027 0.015 0.046 0.081 0.124

et al. (2011). What is emphasized here are the nu-
merical values that throw light on the accuracy of
the data. The averaged transformation coefficients
for each night are listed in Table 2 along with their
standard deviations. Season errors were evaluated
with the eighteen standard stars observed for a to-
tal of 316 observed points. These uncertainties were
calculated through the differences in magnitude and
colors for all nights, for (V , b − y, m1, c1 and β) as
(0.028, 0.006, 0.006, 0.014, 0.006) respectively, which
provide a numerical evaluation of our uncertainties
for the season. Emphasis is made on the large range
of the standard stars in magnitude and color values:
V :(5.2, 8.8); (b − y):(−0.07, 0.79); m1:(0.10, 0.68);
c1:(0.07, 1.12) and β:(2.53, 2.92).

A verification of the goodness of our data was
done with the standard stars observed during the
season. Transformation coefficients were obtained
for each night. With these coefficients, magnitude
and colors were obtained for the standard stars. The
differences of the obtained values with those of the
literature were evaluated for the magnitude and the
colors V , (b− y), m1, c1 and β.

Once this was done for each night, a compila-
tion of the transformation coefficients was carried
out, and mean values and standard deviations were
calculated. These are presented in Table 3. In this
table Column 1 lists the V value; Columns two to
six present the color indexes (b − y), m1, c1 and β
and the standard deviations. These values are a few

hundredths or thousandths of magnitude for each
color index providing the accuracy of our photom-
etry. Emphasis must be made on the fact that in
total thirty-three uvby measurements (twenty-eight
for Hβ) of the standard stars were calculated.

Furthermore, to verify the consistency of our de-
rived standard stars values, mean values for each star
were calculated, as well as their standard deviations.
These are presented in Table 4 in increasing bright-
ness. The last Column of this table is, N, the num-
ber of entries. In all but HD190849 the standard
deviations are on the order of hundredths of magni-
tude. The large dispersion of this star could be due
to variability, as in the case of HD 115520 (Peña et
al., 2007).

With the average coefficients we transformed our
instrumental magnitudes and colors to the standard
system. In particular, since there were two measure-
ments for each star of the cluster Upgren 1, mean
values were obtained and the standard deviations
calculated. All are below the standard deviation lim-
its.

3. COMPILATION OF uvby − β
PHOTOELECTRIC PHOTOMETRY

Since Upgren 1 has several measurements in
uvby − β photoelectric photometry reported in the
literature and listed in Table 4, we decided to com-
bine all measurements into only one averaged, more
significant, value. As we can see in Table 4 the uvby
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TABLE 3

SEASONAL MAGNITUDE AND COLOR
INDEXES DEVIATIONS

σV σ(b− y) σm1 σc1 σβ

0.0125 0.007 0.009 0.010 0.002

Fig. 2. Position of the stars in the [m1] − [c1] diagram
of Alpha Per (Peña & Sareyan, 2006) for Upgren 1. The
color figure can be viewed online.

coverage is adequate, but the situation is worse for
Hβ, with only four sources: Hilditch, Hill, Barnes
(1976), 4 stars; Perry, Johnston, Crawford (1982),
1 star; Hill G., Barnes (1982) (1 star and Castelaz,
Persinger, Stein et al. (1991), (4 stars). We mea-
sured the nine reported stars.

Table 5 compiles all the photometric values of
the observed stars for the cluster. In this table,
Column 1 reports the ID of the stars as listed by
WEBDA (Paunzen & Mermilliod, 2006.), Columns 2
to 5 the Strömgren values V , (b− y), m1 and c1, re-
spectively; next, Column N specifies the number of
entries on average presented for each point; next col-
umn, the β value, and last Nβ, the number of entries
for the average of β. Finally, for each star we present
the mean value and in the following row, the stan-
dard deviation. As we can see, the standard devia-
tion is on the order of a few hundredths of magnitude
and the number of entries is always larger than four,
except for β which has a smaller number in a few
cases.

4. METHODOLOGY

Once we were sure of the quality of the uvby−β
data set, further analysis was carried out in order to

determine the physical characteristics of the stars in
the cluster.

The main problem to tackle was, of course, the
determination of membership to the cluster. To do
this, the distance to each star had to be calculated.
To evaluate the reddening we first established to
which spectral class the stars belonged, although it
was reported that all were late types (late A and
F stars) for which there are calibrations (Nissen,
1988). The procedure has been extensively described
in Peña & Mart́ınez (2014). In that article, in § 4
the procedure employed utilizing the prescription of
Nissen (1988) is amply described. Photoelectrically
we corroborated each star’s spectral type through its
location in the [m1]− [c1] diagram (Figure 2).

5. RESULTS

Figure 2 shows the position of the stars in the
[m1]− [c1] diagram for those located in the direction
of Upgren 1 on the same diagram of the stars with
well-determined spectral types in the open cluster
Alpha Per (Peña & Sareyan (2006)).

The application of the above mentioned numer-
ical packages gave the results listed in Table 6 in
which the ID, reddening, unreddened indexes, abso-
lute magnitude, DM and distance (in parsecs), are
listed. The last two columns present the membership
probabilities described below.

To establish membership of the stars to the clus-
ter the distance modulus or distance histogram (in
pc) were built. The goodness of the method has
been tested in the past by comparing our results to
the proper motion studies for a well-studied clus-
ter, α Per (Peña & Sareyan, 2006). In this paper
the intersection of our data set with the Strömgren
photometry of Crawford & Barnes (1974) plus the
V photometry from Mitchell (1960) constituted 45
entries. The results were compared with the work
of Heckmann et al. (1956) and the agreement was
remarkable: Sixty stars coincide in membership. In
that paper we wrote that given the previous num-
bers, we can draw the following conclusions: out of
75 stars in the membership interval, 53 are assumed
to be members by HDK and there is disagreement
on three. Considering the results of Prosser (19932)
the matching is more than adequate. Out of 75 stars
which we have defined as member stars, only three
are non-members according to Prosser (1992), al-
though two were established as members by Heck-
mann et al. (1956). A final comparison of member-
ship was done with the data of the Hipparcos and Ty-
cho catalogues proper motions. Among the sample
of stars we observed, 58 had measurements in these
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TABLE 4

STANDARD STARS MEAN PHOTOMETRIC VALUES AND STANDARD DEVIATIONS

ID V (b− y) m1 c1 β σV σ(b− y) σm1 σc1 σβ N

BS8085 5.171 0.653 0.665 0.140 2.495 0.011 0.002 0.004 0.015 0.024 5

BS6332 5.249 −0.003 0.180 1.113 2.863 0.013 0.002 0.006 0.012 0.022 5

BS7858 5.355 0.017 0.215 1.002 2.895 0.010 0.002 0.003 0.006 0.013 4

BS7253 5.496 0.168 0.192 0.766 2.749 0.011 0.003 0.005 0.007 0.012 5

BS7503 5.948 0.397 0.207 0.396 2.590 0.010 0.005 0.003 0.005 0.004 3

BS5633 6.021 0.031 0.187 1.061 2.900 0.018 0.004 0.001 0.008 0.023 5

BS8086 6.031 0.799 0.648 0.075 2.477 0.044 0.005 0.003 0.018 0.023 5

BS5270 6.186 0.627 0.093 0.483 2.537 0.026 0.003 0.005 0.009 0.014 4

BS7504 6.206 0.403 0.211 0.384 2.595 0.013 0.005 0.002 0.005 0.012 4

HD156026 6.389 0.692 0.695 0.282 2.532 0.023 0.010 0.005 0.015 0.023 4

HD183085 6.709 0.241 0.129 0.898 2.706 0.031 0.005 0.009 0.013 0.012 4

HD190849 7.368 0.057 0.152 1.000 2.884 0.560 0.022 0.019 0.012 0.019 4

HD201193 7.884 0.335 0.147 0.436 2.622 0.041 0.002 0.009 0.012 0.000 2

HD207608 8.029 0.313 0.143 0.544 2.627 0.008 0.006 0.011 0.015 0.006 2

HD182941 8.069 0.277 0.123 1.032 2.802 0.017 0.005 0.005 0.012 0.019 4

HD190296 8.090 0.069 0.152 1.152 2.879 0.143 0.020 0.003 0.029 0.011 4

HD125607 8.092 0.548 0.384 0.336 2.583 0.018 0.005 0.005 0.007 0.028 5

HD125375 8.121 0.197 0.134 0.859 2.731 0.015 0.001 0.004 0.010 0.008 3

HD106509 8.144 0.327 0.134 0.474 2.648 0.013 0.004 0.005 0.020 0.014 4

HD188755 8.262 0.098 0.204 1.015 2.844 0.025 0.005 0.008 0.011 0.014 3

HD162503 8.286 0.454 0.183 0.443 2.591 0.019 0.006 0.004 0.012 0.012 6

HD107550 8.343 0.489 0.143 0.413 2.566 0.021 0.004 0.008 0.006 0.009 5

HD156392 8.409 0.341 0.151 0.647 2.710 0.039 0.006 0.007 0.026 0.019 5

HD176014 8.673 0.341 0.109 0.575 2.642 0.012 0.004 0.003 0.015 0.029 4

HD108641 8.821 0.515 0.274 0.331 2.575 0.006 0.004 0.006 0.014 0.014 5

HD186025 8.847 0.385 0.125 0.540 2.670 0.059 0.020 0.007 0.020 0.011 4

catalogues. Only a few stars in the catalogues did
not belong to the uvby data sample. Assuming mem-
bership for those stars within the one sigma criterion,
the coincidences were remarkable: only three of the
stars that we supposed to be non-members could be
members according to the Hipparcos results. For
the stars that we considered to be members, only
seven were not assigned cluster membership accord-
ing to the Hipparcos measurements. On the other
hand, 33 stars that Hipparcos measurements con-
sider members were also clearly members according
to our analysis. In view of the previously reported
results on Alpha Per compared with the cannonical
membership methods, we conclude that determining
membership by the uvby − β calibration technique
provides reliable results.

When the histogram of distance for Upgren 1 was
built (Figure 3), the distances of the stars showed a
clear accumulation at a distance of (123 ± 17) pc;
the peak was determined by a Gaussian fit to the
distribution.

To determine membership to the cluster we es-
tablished a numerical criterion that to be a mem-
ber of the cluster, the distance to the star should be
within one sigma of the mean average distance. For
the accumulation of stars, membership of each one
is indicated by M in the twelfth Column of Table 6.
Those outside of the membership limits are denoted
by N, non-member. We have compared our member-
ships with those reported in WEBDA for Upgren 1.
The membership probabilities reported are listed in
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TABLE 5

uvby − β PHOTOELECTRIC PHOTOMETRY OF THE OPEN CLUSTER UPGREN 1

ID Ref V (b− y) m1 c1 N β Nβ

1 19 7.26 0.295 0.158 0.542 2

1 166 7.28 0.296 0.161 0.541 3 2.648 3

1 297 2.661 7

1 305 7.27 0.295 0.194 0.567 2

1 345 7.284 0.298 0.161 0.54 1

1 pp 7.286 0.296 0.152 0.566 2 2.668 2

1 mean 7.276 0.296 0.165 0.551 2.659

1 std dev 0.011 0.001 0.017 0.014 0.010

2 166 0.312 0.17 0.44 3 2.634 3

2 305 8.13 0.316 0.2 0.443 2

2 345 8.114 0.325 0.154 0.455 1

2 468 8.16 0.3 0.17 0.47 1 2.64 1

2 pp 8.118 0.314 0.156 0.493 2 2.658 2

2 mean 8.131 0.313 0.170 0.460 2.644

2 std dev 0.021 0.009 0.018 0.022 0.012

3 166 8.23 0.262 0.165 0.512 3 2.679 3

3 305 8.2 0.267 0.185 0.531 2

3 345 8.215 0.271 0.155 0.514 1

3 pp 8.223 0.270 0.147 0.554 2 2.699 2

3 mean 8.217 0.268 0.163 0.528 2.689

3 std dev 0.013 0.004 0.016 0.019 0.014

4 166 8.75 0.309 0.181 0.407 3 2.639 3

4 305 8.76 0.313 0.204 0.408 2

4 468 2.65 1

4 pp 8.736 0.320 0.149 0.449 2 2.653 2

4 mean 8.749 0.314 0.178 0.421 2.647

4 std dev 0.012 0.005 0.028 0.024 0.007

5 305 9.09 0.291 0.172 0.427 2

5 468 9.12 0.28 0.14 0.46 1 2.64 1

5 504 9.102 0.291 0.141 0.408 1

5 pp 9.086 0.293 0.129 0.462 2 2.654 2

5 mean 9.099 0.289 0.146 0.439 2.647

5 std dev 0.015 0.006 0.018 0.026 0.010

6 305 9.86 0.332 0.12 0.38 1

6 318 9.87 0.337 0.163 0.385 3

6 pp 9.863 0.331 0.156 0.42 2 2.656 2

6 mean 9.864 0.333 0.146 0.395 2.656

6 std dev 0.005 0.003 0.023 0.022

7 305 9.35 0.364 0.187 0.443 2

7 468 9.36 0.32 0.19 0.43 1 2.61 1

7 pp 9.323 0.344 0.148 0.475 2 2.641

7 mean 9.344 0.343 0.175 0.449 2.626

7 std dev 0.019 0.022 0.023 0.023 0.022

9 pp 10.284 0.566 0.350 0.311 2 2.592 2

UPGREN 09b pp 11.568 0.391 0.235 0.275 2.640 2
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Fig. 3. Histogram of the distance of the stars in the
direction of Upgren 1.

the last Column of Table 6. In the previous column
the photometric membership is also presented.

The effective temperature of the hottest stars was
fixed by plotting the location of all stars on the
theoretical grids of Lester, Gray & Kurucz (here-
inafter LGK86), after calculating the unreddened
colors (Figure 4) for the correct chemical compo-
sition of the considered model. The metallicity of
Upgren 1 was not reported by WEBDA, but it is
calculated in this work. Discarding the high value of
Star 9, a [Fe/H] value of 0.039± 0.08 is obtained.

Once the membership and effective temperature
are established for the hottest star, its age is de-
termined through the calibrations of Meynet, Mer-
milliod & Maeder (1993). For the cool stars of this
cluster the valid relation is given by a log age of
15.142(log T e)2− 122.810(log T e) + 257.518 valid in
the range of log T e[3.79; 3.98). For the hottest star,
Star 6, it gives a log age of 8.85.

The obtained results are compared to those pre-
viously known in Table 7.

6. DISCUSSION

Membership was assigned for those stars within
one sigma of the mean value. Five stars were con-

0.0 0.1 0.2 0.3 0.4 0.5

0.5

1.0
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0.0 0.1 0.2 0.3 0.4 0.5
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1.0

1.5

1
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3
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70
00

60
00

55
00

 lgk86
[Fe/H]=0.0

c1

by

 Upgren 1

Fig. 4. Location of the unreddened points (filled squares)
in the LGK86 grids. Values of effective temperature and
surface gravity are indicated. X axis presents (b − y)0,
Y axis is c0

sidered to be members in this fashion and three to
be non-members.

Upgren et al (1982) concluded that Stars 3, 4, 5,
6, and 7 are associated, since the radial velocities,
photometry, and spectral classifications are all con-
cordant and the proper motions for 4 and 6 are not
grossly different from those of the other three stars.
Star no. 1 is not likely to be a member based on its
radial velocity and its proper motion. Star no. 2 is
a possible but unlikely member, since it too has a
radial velocity in disagreement with the other stars.
The distance modulus of the group determined from
the five most probable stars alone is close to that
given above based on all seven stars; it is 5.34± 0.25
which leads to a distance of 117± 13 pc.

Our findings are somewhat discordant with those
of Stefanik et al. (1997) who determined that the
radial velocity data indicated that five Stars (3, 4,
5, 6, and 7) had very similar radial velocities and
could be kinematically associated, whereas the radial
velocities of Stars 1 and 2 indicated no association
with the other five. They stated that the proper
motions and trigonometric parallaxes of Stars 3 and
6 may not be reliable, because of the multiple nature
of these systems.

In their concluding remarks Upgren et al (1982)
stated that: “Unlike any other star-poor cluster, Up-
gren 1 is old, and is perhaps unique among all known
clusters for this reason. Its probable uniqueness sug-
gests that it is being observed just prior to its final
dissolution and that this stage is a relatively short
one”. However, in another cluster under investiga-
tion (Dzim 5) we have found (Peña et al. 2018) that
it has analogous characteristics, and we concluded
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TABLE 6

REDDENING AND UNREDDENED PARAMETERS OF THE OPEN CLUSTER UPGREN 1

Webda E(b− y) (b− y)0 m0 c0 Hβ V0 MV DM Distance Membership

pp Upgren (1982) Stefanik (1997)

3 .015 .253 .168 .525 2.689 8.15 3.01 5.14 107 M M M

1 .009 .287 .168 .549 2.659 7.24 2.09 5.15 107 M N N

6 .038 .295 .158 .387 2.656 9.70 3.92 5.78 143 M M M

4 .003 .311 .179 .420 2.647 8.74 3.46 5.28 114 M M M

5 .000 .299 .146 .439 2.647 9.10 3.23 5.87 149 N M M

2 .001 .312 .176 .460 2.644 8.13 2.93 5.20 110 M N N

UPG09b .038 .353 .246 .267 2.640 11.41 5.27 6.13 168 N

7 .008 .335 .178 .447 2.626 9.31 2.80 6.51 200 N M M

9 .079 .487 .374 .295 2.592 9.94 4.29 5.65 135 M

TABLE 7

NEWLY DETERMINED CHARACTERISTICS OF THE OPEN CLUSTER UPGREN 1

ID Upgren (1982) PP

Distance [pc] 120 ± 10 pc 119 ± 16 pc

Reddening [mag]E(b-y) 0.0 0.024 ± 0.030

Distance modulus [mag] 5.39 ± 0.18 5.3 ± 0.3

Log age 9.5 8.85

[Fe/H] − 0.04 ± 0.08

that Dzim 5, according to us and to WEBDA, might
or not be a cluster. Our findings are puzzling. There
is a small group of five or six stars, basically at the
same distance, but all of late spectral type. There
is no indication of early type stars present or past.
Nevertheless, our results are uncontroversial.

7. CONCLUSIONS

The main problem we tackled remains. From
uvby−β photoelectric photometry determined from
the average of all existing measurements, we derived
reddening and distances to each star. We assigned
membership from the coarse average of all of them.
Our memberships agree with those determined by
Upgren, Philip and Beaver (1982) from radial ve-
locities, photometry, and spectral classifications for
three of the stars and disagree for another three.
There is agreement with some Stars (3, 4 6) that
seem to conform a physical group; three more (1, 2,
5) have contradictory results. The WEBDA mem-
bership, on the other hand, assigns zero probability
of membership to the cluster for all the stars.

The location of the stars in the theoretical grids
of Lester, Gray and Kurucz (1986) shows values of
log g higher than 4.5, implying compact objects. The
temperatures lie around 7500 K to 8000 K, concor-
dant with their spectral types.

At any rate, different studies with radically differ-
ent techniques find that there is a physical attached
group of stars.

We would like to thank the staff of the OAN for
their assistance in securing the observations. This
work was partially supported by Papiit IN104917
and PAPIME PE113016. ARL & HH thank the IA-
UNAM for the opportunity to carry out the observa-
tions. Typing and proofreading were done by J. Orta
and J. Miller, respectively. D. S. Pina helped us with
the editorial work. C. Guzmán, F. Salas and A. Diaz
assisted us in the computing and B. Juarez and G.
Perez provided bibliographic support. We thank an
anonymous referee whose comments improved this
work. This research has made use of the Simbad
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ABSTRACT

The recent success of the dark matter model has proven to be an invaluable
tool for describing the formation, evolution and stability of galaxies. In this work
we study the enhancement function, F , of the gravitational lensing of gravitational
waves by galactic dark matter halos and show how this function may be used to
distinguish between halo models. In particular we compare an isothermal sphere
with an NFW type density distribution, both of which are assumed to be spherically
symmetric, and find that our technique clearly distinguishes between the models.

RESUMEN

El éxito reciente del modelo de materia oscura ha probado ser una herramienta
invaluable para describir la formación, evolución y estabilidad de galaxias. En este
trabajo estudiamos la función de amplificación, F , del lente gravitacional de las
ondas gravitacionales por halos galácticos de materia oscura y mostramos como
esta función puede usarse para distinguir entre modelos de halos. En particular,
comparamos una esfera isotérmica con una distribución de densidad tipo NFW,
ambas asumidas esféricamente simétricas, y encontramos que esta técnica distingue
claramente entre los modelos.

Key Words: dark matter — galaxies: halos — gravitational lensing — gravitational
waves

1. GENERAL

Recent successes in gravitational wave detection,
(Abbott et al. 2016), together with the well docu-
mented effect of gravitational lensing (GL) (Bate et
al. 2018), have given strength to the idea of using
general relativity to describe the gravitational field.
One of the first complete treatments of the combina-
tion of these effects, i.e. the gravitational lensing of
gravitational waves has been discussed by Schneider
et al. (1992), it is from this source that we take most
of our notation and the geometrical interpretation.

For this work we compare the amplitude φ of
a gravitational wave when it propagates through a
weak gravitational field |U | << 1 in a flat spacetime
metric, see e.g. Schutz (2009):

ds2 = −(1+2U)dt2+(1−2U)(dx2+dy2+dz2), (1)

that is, a Minkowski spacetime plus a slight dis-
turbance. The amplitude φ itself satisfies the wave

1Departamento de Investigación en F́ısica, Universidad de

Sonora, México.
2Departamento de F́ısica, Universidad de Sonora, México.

equation (Peters 1974),

(∇2 + ω2)φ = 4ω2Uφ; (2)

while the deflection potential under the thin lens ap-
proximation is totally defined by its 2-dimensional
lensing potential (Moylan et al. 2008),

ψ(~x) = 2

∫

U(~x, z)dz, (3)

that lies between the source and the observer. This
integral is carried out over the optical axis.

Due to the fact that we limit our analysis to the
case in which the wave length, λ, of the gravitational
wave is larger than the Schwarzschild radius of the
thin lens, we must use wave optics instead of geo-
metric optics, as in Takahashi (2004). In this frame-
work, the change in the amplitude is quantified via
the enhancement factor or complex amplification fac-
tor (Nakamura & Deguchi 1999):

F =
φL

φ
, (4)
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where φL is the lensed wave amplitude and φ is
the wave amplitude before lensing. We consider the
magnitude of this function as a function of frequency
ω and show that we can use it to distinguish between
dark matter halo models.

In order to adjust our results to the frequency
sensitivity of LIGO, we will limit our study to grav-
itational waves emitted by the source at around
200 Hz, or ω = 400π rad

s
(Moylan et al. 2008).

If we wish to consider the cosmological effect on
our results a further correction implies replacing ω
with ω(1 + z), as discussed by Yoo et al. (2007) and
Takahashi & Nakamura (2003), which is beyond the
scope of this particular study.

The paper is organized as follows, after this brief
introduction, in § 2 we summarize the basic theory
of lensing, such as the geometry involved and the re-
lated distances in this phenomenon, the wave optics
related to the problem (such as the enhancement fac-
tor and the time delay). § 2.1 is a very short review
on constructing the thin lens potential for a spher-
ical isothermal matter distribution, while § 2.2 re-
views the same for a Navarro, Frenk and White type
halo, including a simple but very effective method to
fix the gauge for time delay. We close with a discus-
sion on the effectiveness of the method to distinguish
between dark matter halo models.

2. THE ENHANCEMENT FACTOR AND HALO
MODELS

We now turn our attention to the particular prob-
lem of quantifying the amount of enhancement due
to our specific halo models. In each case the geomet-
rical situation is that of a source of gravitational ra-
diation far behind a galactic halo distribution (where
the space-time is deformed) and an observer on the
earth, which is itself at a great distance from the
halo. Since the astronomical distances are so huge
we use the thin lens approximation for the halo. The
approximate lens geometry is illustrated in Figure 1.

The enhancement factor F discussed above is de-
fined via Kirchhoff’s diffraction integral, which is ob-
tained in Schneider et al. (1992):

F (w, η) =
Ds

DdDds

∫

R2

eiwtd(ξ,η)d2ξ. (5)

Here, the function F is integrated in the lens plane,
ξ is the impact parameter on the lens plane and η,
the source displacement on the source plane. As de-
fined in Schneider et al. (1992), td is known as the
Fermat potential or more commonly the time delay,
and carries the information of the lens potential:

Fig. 1. The standard geometry for GL. A mass distribu-
tion located at Dd, a gravitational wave source located
at Ds and the distance Dds between lens and source; all
measured from the observer. The color figure can be-
viewed online.

td(ξ, η) =
DdDs

2Dds

(

ξ

Dd

− η

Ds

)2

− ψ̂(ξ)+ φ̂m(y), (6)

where ψ̂(ξ) is the deflection potential due to the dark

matter halo (the thin lens potential) and φ̂m(η) is a
gauge that must be chosen such that the minimal
value of time delay is zero (Takahashi 2004). From
this point on, it is more convenient to work with di-
mensionless quantities, so we introduce the following
variable changes:

x=
ξ

ξ0
, y=

Dd

ξ0Ds

η, ω=
Ds

DdsDd

ξ20w, T=
DdDds

Dsξ
2
0

td,

(7)
as discussed in Takahashi (2004) and Nambu (2013);
ξ0 is a length scale that reduces to the Einstein ra-
dius on the lens plane). With these changes, the
enhancement function becomes

F (ω, y) =
ω

2πi

∫

x2

eiωT (x,y)dx2, (8)
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with the time delay

T (x, y) =
1

2
(x− y)2 − ψ(x) + φm(y), (9)

where

(ψ(x), φm(y)) =
DLDLS

(DSξ
2
0)

(ψ̂(ξ), φ̂m(η)).

We can now explore different forms for the gravi-
tational potential of the dark matter halo. The only
assumption we make is that it has complete spher-
ical symmetry. When this is the case, equation (8)
becomes

F (w,y)=−iwe 1

2
iwy2

∫

∞

0

xJ0(wxy)e
iw[ 1

2
x2

−ψ(x)+φm(y)]dx,

(10)
where J0 is the Bessel Function of zeroth order.

To test weather our method can distinguish be-
tween halo models we will develop the enhance-
ment function for two different mass distributions:
a singular isothermal sphere (hereafter SIS) and one
which reproduces the density distribution found in
N-body dark matter simulations as discussed by
Navarro et al. (1997, hereafter NFW).

2.1. SIS Case

The singular isothermal sphere is a very useful
mass distribution model used for both stellar and
galactic clusters as gravitational lenses. SISes are
characterised by their surface mass density

∑

(ξ) =
σ2
v

2ξ
, (11)

where ξ is a radial coordinate in the lens plane and
σv is the velocity dispersion of the constituents of the
halo. As Schneider et al. (1992) point out, this model
was motivated to match the flat rotation curves of
spiral galaxies for ξ >> 1, but breaks down for low
values of ξ due to the divergence at ξ = 0. Using this
density distribution we obtain the deflection poten-
tial, which can be found in Takahashi & Nakamura
(2003):

∇2
xψ(x) =

2Σ(ξ)

Σcr
, (12)

where Σcr is the critical surface mass density, as de-
scribed by Bartelmann (1996).

This procedure leads to a thin lens potential,
ψ(x) = x and requires the additional phase, φm(y) =
1
2 + y, such that the minimum of the time delay is
zero. In Figure 2 we reproduce the results found by

Fig. 2. Behavior of the enhancement factor |F | vs
frequency ω, the dimensionless frequency, given by
ω = Ds

DdsDd

ξ20w, where w its the original frequency of the
source for the SIS thin lens.

Takahashi & Nakamura (2003) for the SIS matter
distribution. There we have plotted the norm of the
enhancement function, or amplification factor, |F |
as a function of frequency scaled to the Eisenstein

radius, ξ0

(

ω = Ds

DdsDd

ξ20w
)

.

As we can see, the closer the source is from the
optic axis, the enhancement effect on the amplitude
of the gravitational wave is more effective. For di-
rect comparison, we take the same values chosen by
Takahashi & Nakamura (2003) for the distance be-
tween source and lens, namely: y = 0.1, y = 0.3,
y = 1.0 and y = 3.0. For low frequencies this en-
hancement factor is very low due to the diffraction
effect (and we can also notice some noise due to our
numerical method).

As the frequency increases, and for y > 0.3, we
notice a considerable amount of dampening, in spite
of the fact that no multiple images should form.
These results allow us to calibrate our numerical pro-
cedure and motivate us to continue the study for
other halo models.

2.2. NFW Case

One of the most successful density distributions
found in high resolution N-body simulations is the
NFW model (Navarro et al. 1997), which corre-
sponds to a two-power density model:

ρ(r) =
ρ0

( r
a
)(1 + r

a
)2
. (13)
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Fig. 3. Behavior of the enhancement factor |F | vs
frequency ω, the dimensionless frequency, given by
ω = Ds

DdsDd

ξ20w, where w is the original frequency of the
source for the NFW thin lens.

Here a and ρ0 are the pair of parameters that
completely define the halo structure (and, as it turns
out, ρ0 is defined by the cosmology). Since we are
interested in proving that our method may clearly
distinguish between the models, we consider for this
purpose the scaled radius x = r

a
. Although the spe-

cific form of the density distribution for realistic dark
matter halos is yet to be confirmed, this can be re-
garded as a good initial test for the purpose of our
studies.

We will again use (12) to obtain the deflection po-
tential, assuming that the lens surface mass density
is completely defined by (13). In this way, we find
the NFW potential, in accordance with Bartelmann
(1996):

ψ(x) =















1
2

[

(

ln x
2

)2 −
(

arctanh
√
1− x2

)2
]

, x ≤ 1.

1
2

[

(

ln x
2

)2
+
(

arctan
√
x2 − 1

)2
]

, x ≥ 1.

(14)
In order to obtain the time delay T (x, y), we must

first fix the phase, φ(y), such that the minimum of
the time delay is zero. In contrast with the SIS case
there is no simple algebraic means of doing the full
calculation for arbitrary values of y; thus, we proceed
to set the particular values that are of interest for
this experiment (y = 0.1, y = 0.3, y = 1.0 and

TABLE 1

THE PARAMETER y*

y φm(y)

0.1 0.0243401

0.3 0.0764808

1.0 0.288078

3.0 0.878223

*Which relates the axial distance from the source of grav-
itational waves and the corresponding values of φm(y)
needed for the minimum of the time delay T (x, y) to be
zero.

y = 3.0), and find the numerical value that makes
zero the minimum of the time delay T (x, y). Table 1
shows the particular values obtained for our selection
of y.

Using these values for φm(y), we may now evalu-
ate the diffraction integral (10) for the NFW model
in the same way as before. Our results are shown
in Figure 3, where we maintain the same frequency
and enhancement range for a direct comparison.

For the NFW model we can appreciate, as in the
SIS case, that the amplification in the wave ampli-
tude starts at around ω = 0.1. We notice that there
is a clear difference between the models. For NFW
type halos, the enhancement is less noticeable and
there are fewer oscillations. We also notice consider-
able more dampening in this case. To confirm this
behavior we plot, in Figure 4 the enhancement in
a frequency range 0.01 < ω < 1000. Here we can
clearly see a more dramatic dampening behavior for
the NFW model. We also notice that the amplifi-
cation factor is always |F | > 1, which only happens
in this model. This implies that the interference be-
tween lensed gravitational waves is always construc-
tive.

3. CONCLUSIONS

In this paper we have shown that a detailed study
using more realistic dark matter halos could provide
a distinct signal for gravitational wave enhancement.

This result shows that we may use gravitational
lensing of gravitational waves as a further probe for
the dark matter structure in observed galaxies (or
clusters of galaxies). When we compare the enhance-
ment factor for this type of radiation, the more con-
centrated NFW profile can lead to a factor of up
to 50%, when compared with lensing by a SIS type
halo.
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Fig. 4. As in Figure 3, with modified ranges in frequency,
ω, and amplification factor, |F |, to show the distinct
behavior of the NFW model.

For this reason we propose the following obser-
vation: if we find suitable gravitational wave sources
(GWS) far from any galactic field we could compare
the amplitude of this radiation with the amplitude
of similar sources found behind galaxy clusters. If
we were able to find a sufficiently numerous popu-
lation of GWS, we could compare these populations
and find an empirical enhancement factor. This in
turn would allow us to fine tune dark matter halo
parameters.

As it is early days for GWS detection, we will
continue to study the behavior of this radiation in
the hope of finding further signals that may be mea-
sured as more and more data become available.
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ABSTRACT

In this article, we present the results of a fourth order perturbation analysis
of the metric theory of gravity f(χ) = χ3/2, with χ a suitable dimensionless Ricci
scalar. Such a model corresponds to a specific f(R) metric theory of gravity, where
the mass of the system is included in the gravitational field’s action. In previous
works we have shown that, up to the second order in perturbations, this theory
reproduces the flat rotation curves of galaxies and the details of the gravitational
lensing in individual, groups, and clusters of galaxies. Here, leaving fixed the results
from our previous works, we show that the theory reproduces the dynamical masses
of 12 Chandra X-ray galaxy clusters, without the need of dark matter, through
the metric coefficients up to the fourth order of approximation. In this sense, we
calculate the first relativistic correction of the f(χ) metric theory and apply it to
fit the dynamical masses of clusters of galaxies.

RESUMEN

En este art́ıculo presentamos los resultados del análisis de perturbaciones al
cuarto orden de la teoŕıa métrica de gravedad f(χ) = χ3/2, donde χ es un escalar
de Ricci adimensional. Dicho modelo corresponde a una teoŕıa métrica f(R) en
la que la masa del sistema está incluida en la acción del campo gravitacional. En
trabajos previos hemos mostrado que, hasta el segundo orden de perturbaciones, la
teoŕıa reproduce las curvas de rotación planas de galaxias y los detalles de lentes
gravitacionales en galaxias, grupos y cúmulos de galaxias. Aqúı, dejando fijos los
resultados de nuestros trabajos anteriores, mostramos que la teoŕıa reproduce las
masas dinámicas de 12 cúmulos de galaxias del Observatorio Chandra de rayos X, sin
materia oscura, a partir de los coeficientes métricos al cuarto orden de aproximación.
En este sentido, calculamos la primera corrección relativista de la teoŕıa métrica
f(χ) y la aplicamos para ajustar las masas dinámicas de los cúmulos de galaxias.

Key Words: dark matter — gravitation — galaxies: clusters: general — X-rays:
galaxies: clusters

1. INTRODUCTION

From recent observations of the European space
mission Planck, the contribution of the baryonic
matter to the total matter–energy density of the Uni-
verse was inferred to be only ≈ 5%, while the dark
sector constitutes ≈ 95%, of which ≈ 26% is dark
matter (DM) and ≈ 69% is dark energy (DE), or a
positive cosmological constant Λ (Planck Collabora-
tion et al. 2016). The observations of type Ia super-

1Universidad Autónoma Chapingo.
2Instituto de Astronomı́a, Universidad Nacional

Autónoma de México.
3Centro de Ciencias de la Complejidad, Universidad Na-

cional Autónoma de México.

novae, the anisotropies observed in the cosmic mi-
crowave background, the acoustic oscillations in the
baryonic matter, the power–law spectrum of galax-
ies, among others, represent strong evidences for the
standard cosmological model, the so–called ΛCDM
concordance model.

The DM component was postulated in order to
explain the observed rotation curves of spiral galax-
ies, as well as the mass-to-light ratios in giant galax-
ies and clusters of galaxies (Zwicky 1933, 1937; Smith
1936; Rubin 1983), the observed gravitational lenses
and the structure formation in the early Universe,
among other astrophysical and cosmological phe-
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nomena (see e.g. Bertone et al. 2005; Bennett et al.
2013). On the other hand, the DE or Λ has been
postulated in order to explain the accelerated expan-
sion of the Universe (Perlmutter et al. 1999). The
ΛCDM model fits quite well most of these observa-
tions. However, direct or indirect searches of candi-
dates to DM have yielded null results. In addition,
the lack of any further evidence for DE opens up
the possibility to postulate that there are no dark
entities in the Universe, but instead, the theory as-
sociated to these astrophysical and cosmological phe-
nomena needs to be modified.

Current models of DM and DE are based on the
assumption that Newtonian gravity and Einstein’s
general relativity (GR) are valid at all scales. How-
ever, their validity has only been verified with high-
precision for systems with mass to size ratios of the
order or greater that those of the Solar System. In
that sense, it is conceivable that both the accelerated
expansion of the Universe and the stronger gravita-
tional force required in different systems represent a
change in our understanding of gravitational inter-
actions.

Moreover, from the geometrical point of view,
theories of modified gravity are viable alternatives
to solve the astrophysical and cosmological problems
that DM and DE are trying to solve (see e.g. Schim-
ming & Schmidt 2004; Nojiri & Odintsov 2011a;
Capozziello & Faraoni 2011; Nojiri et al. 2017). In
this sense, any theory of modified gravity that at-
tempts to supplant the DM of the Universe, must
account for two crucial observations: the dynamics
observed for massive particles and the observations
of the deflection of light for massless particles.

The first non-relativistic modification, proposed
to fit the rotation curves and the Tully-Fisher rela-
tion observed in galaxies, was the Modified Newto-
nian Dynamics (MOND) (Milgrom 1983b,a). Due
to its phenomenological nature and its success in re-
producing the rotation curves of disc galaxies (see
Famaey & McGaugh 2012, for a review), it is un-
derstood that any fundamental theory of modified
gravity should adapt to it on galactic scales in the
low accelerations regime. However, from the study
of groups and clusters of galaxies it has been shown
that, even in the deep MOND regime, a dominant
DM component is still required in these systems (60
to 80% of the dynamical or virial mass). The central
region of galaxy clusters could be explained with a
halo of neutrinos with 2 eV mass (which is about the
upper experimental limit), but on the scale of groups
of galaxies, the central contribution cannot be ex-
plained by a contribution of neutrinos with the same

mass (Angus et al. 2008). Moreover, the Lagrangian
formulation of MOND/AQUAL (Bekenstein & Mil-
grom 1984), is not able to reproduce the observed
gravitational lensing for different systems (see e.g.
Takahashi & Chiba 2007; Natarajan & Zhao 2008),
mainly because it is not a relativistic theory and,
as such, it cannot explain gravitational lensing and
cosmological phenomena, which require a relativistic
theory of gravity.

Through the years, there have been some at-
tempts to find a correct relativistic extension of
MOND. The first one was proposed by Bekenstein
(2004), with a Tensor-Vector-Scalar (TeVeS) theory.
This approach presents some cumbersome mathe-
matical complications and it cannot reproduce cru-
cial astrophysical phenomena (see e.g. Ferreras et al.
2009). Later, Bertolami et al. (2007) showed that
for a particular generalization of the f(R) metric
theories, with R the Ricci scalar, by coupling the
f(R) function with the Lagrangian density of mat-
ter Lm, an extra force arises, which in the weak field
limit can be connected with MOND’s acceleration
and can explain the Pioneer anomaly. Also, Bernal
et al. (2011b) showed that from the weak field limit of
a particular f(χ) metric theory, with χ a dimension-
less Ricci scalar, it is possible to recover the MON-
Dian behavior in the metric formalism, as explained
below. Another relativistic version of MOND re-
covers, in an empirical way, the MONDian limit
through modifications to the energy-momentum ten-
sor (Demir & Karahan 2014). Barrientos & Mendoza
(2016) obtained the MONDian acceleration from an
f(χ) theory in the Palatini formalism. In Barrientos
& Mendoza (2017), MOND’s acceleration was ob-
tained from an f(R) metric theory of gravity with
torsion. And more recently, Barrientos & Mendoza
(2018) showed that MOND’s acceleration can be ob-
tained in the weak field limit of a metric F (R,Lm)
theory with a curvature-matter coupling.

In this article we focus on the f(χ) theories
in the metric formalism, proposed in Bernal et al.
(2011b), where the dimensionless Ricci scalar χ is
constructed by introducing a fundamental constant
of nature with dimensions of acceleration of order
≈ 10−10 m/s

2
. Through the inclusion of the mass of

the system into the gravitational field’s action, the
authors showed that the f(χ) = χ3/2 metric the-
ory is equivalent to the MONDian description in the
non-relativistic limit for some systems, e.g. for those
with spherical symmetry, but with remarkable ad-
vantages. From the second order perturbation anal-
ysis, this metric theory accounts in detail for two ob-
servational facts. First, it is possible to recover the
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phenomenology of flat rotation curves and the bary-
onic Tully-Fisher relation of galaxies, i.e. a MOND-
like weak field limit. Second, this construction also
reproduces the details of observations of gravita-
tional lensing in individual, groups, and clusters of
galaxies, without the need of any DM component
(Mendoza et al. 2013). At the same second order
also, the theory is coherent with a parametrized post-
Newtonian description (PPN) where the parameter
γ = 1 (Mendoza & Olmo 2015).

The f(χ) metric theories are an extension of
the f(R) metric gravity, which has been extensively
studied as an alternative to DM and DE (see e.g.
Sotiriou & Faraoni 2010; De Felice & Tsujikawa
2010; Capozziello & Faraoni 2011; Nojiri & Odintsov
2011a). In cosmology, it has been shown that f(R)
metric theories can account for the accelerated ex-
pansion of the Universe, as well as for an inflation-
ary era, e.g. for f(R) = R+αR2 (Starobinsky 1980),
where α is a coupling constant. Moreover, there are
models for unification of DE and inflation, or DE and
DM (see e.g. Nojiri & Odintsov 2011; Nojiri et al.
2017).

As shown in Carranza et al. (2013), an f(χ) de-
scription of gravity can be understood as a particular
F (R, T ) theory (Harko et al. 2011), where the grav-
itational action is an arbitrary function of the Ricci
scalar and the trace of the energy-momentum ten-
sor T . Within the F (R, T ) description, Harko et al.
(2011) have shown that, through the choice of suit-
able F (T ) functions, it is possible to obtain arbitrary
FLRW universes, and that the model is equivalent
to having an effective cosmological constant. For the
particular f(χ) = χ3/2 metric theory used here, Car-
ranza et al. (2013) have shown that the model can fit
data of type Ia supernovae with a dust FLRW Uni-
verse, showing that the accelerated expansion of the
Universe at late times (χ ≈ 1) could be explained by
an extended theory of gravity deviating from GR at
cosmological scales.

In general, both descriptions result in field equa-
tions that depend on the mass of the source, except
for the particular case f(χ) = χ, where GR is re-
covered. This scenario presents even more richness
than standard f(R) theories, because of the matter-
geometry coupling, since it is possible to reconstruct
diverse cosmological evolution by choosing different
functions for the trace of the stress-energy tensor.
Further research on the cosmological implications of
f(χ) theories must be done in order to accept or dis-
card models trying to replace the DM, or the DM
and the DE of the Universe.

In the present work, we extend the perturba-
tion analysis developed in Mendoza et al. (2013) for
f(χ) = χ3/2 in the metric formalism in powers of
v/c (where v is the velocity of the components of the
system and c is the speed of light), up to the fourth
order of the theory, and focus on applications to clus-
ters of galaxies. As shown in Sadeh et al. (2015) and
first hypothesized in Wojtak et al. (2011), there ex-
ist observational relativistic effects of the velocity of
galaxies at the edge of galaxy clusters, showing a dif-
ference of the inferred background potential with the
galaxy’s inferred potential. With this motivation in
mind, we have calculated the fourth order relativistic
corrections and shown that they can fit the observa-
tions of the dynamical masses of 12 Chandra X-ray
clusters of galaxies from Vikhlinin et al. (2006).

The article is organized as follows: In § 2, the
weak field limit for a static spherically symmetric
metric of any theory of gravity is established and we
define the orders of perturbation to be used through-
out the article. In § 3, we show the particular metric
theory to be tested with astronomical observations.
The results from the perturbation theory for the vac-
uum field equations, up to the fourth order in per-
turbations, are presented. With these results, we
obtain the gravitational acceleration generated by a
point-mass source and its generalization to extended
systems, particularly for applications to clusters of
galaxies. In § 6, we establish the calibration method
to fit the free parameters for the metric coefficients,
from the observations of the dynamical masses of 12
Chandra X-ray clusters of galaxies. Finally, in § 7,
we show the results and the discussion.

2. PERTURBATIONS IN SPHERICAL
SYMMETRY

In this section, we define the relevant properties
of the perturbation analysis for applications to any
relativistic theory of gravity. Einstein’s summation
convention over repeated indices is used. Greek in-
dices take values 0, 1, 2, 3 and Latin ones 1, 2, 3. In
spherical coordinates (x0, x1, x2, x3) = (ct, r, θ, ϕ),
with t the time coordinate and r the radial one, θ
and ϕ the polar and azimuthal angles respectively;
the angular displacement is dΩ2 := dθ2 + sin2 θ dϕ2.
We use a (+,−,−,−) signature for the metric of the
space-time.

Let us consider a fixed point-mass M at the cen-
ter of coordinates; in this case, the static, spherically
symmetric metric gµν is generated by the interval

ds2 = gµνdx
µdxν = g00 c

2dt2+g11dr
2−r2dΩ2, (1)
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where, due to the symmetry of the problem, the un-
known functions g00 and g11 are functions of the ra-
dial coordinate r only.

The geodesic equations are given by

d2xα

ds2
+ Γα

µν

dxµ

ds

dxν

ds
= 0 , (2)

where Γα
µν are the Christoffel symbols. In the

weak field limit, when the speed of light c→ ∞,
ds = c dt, and since the velocity v ≪ c,
then each component vi ≪ dx0/dt, with vi :=
(dr/dt, r dθ/dt, r sin θ dϕ/dt). In this case, the ra-
dial component of the geodesic equations (2), for the
interval (1), is given by

1

c2
d2r

dt2
= −1

2
g11g00,r , (3)

where the subscript ( ),r := d/dr denotes the deriva-
tive with respect to the radial coordinate r. In this
limit, a particle bounded to a circular orbit around
the massM experiences the radial acceleration given
by equation (3), such that

|ac| =
v2

r
=
c2

2
g11g00,r (4)

for a circular or tangential velocity v. At this point,
it is important to note that the last equation is a
general kinematic relation, and does not introduce
any particular assumption about the specific gravi-
tational theory. In other words, it is completely in-
dependent of the field equations associated to the
structure of space-time produced by the energy-
momentum tensor.

In the weak field limit of the theory, the metric
coefficients take the following form (see e.g. Landau
& Lifshitz 1975):

g00 = 1 +
2φ

c2
, g11 = −1 +

2ψ

c2
, (5)

for the Newtonian gravitational potential φ and an
extra gravitational potential ψ. As extensively de-
scribed in Will (1993, 2006), when working in the
weak field limit of a relativistic theory of gravity, the
dynamics of massive particles determines the func-
tional form of the time-time component g00 of the
metric, while the deflection of light determines the
form of the radial g11. At the weakest order of the
theory, the motion of material particles is described
by the potential φ, taking ψ = 0 (Landau & Lifshitz
1975). The motion of relativistic massless particles
is described by taking into consideration not only the
second order corrections to the potential φ, but also

the same order in perturbations of the potential ψ
(Will 1993).

For circular motion about a mass M in the weak
field limit of the theory, the equations of motion
are obtained when the left-hand side of equation (3)
is of order v2/c2 and when the right-hand side is
of order φ/c2. Both are orders O(c−2) of the the-
ory, or simply O(2). When lower or higher or-
der corrections of the theory are introduced, we
use the notation O(n) for n = 0, 1, 2, . . . meaning
O(c0), O(c−1), O(c−2), . . ., respectively.

Now, the extended regions of clusters of galaxies
need a huge amount of DM to explain the observed
velocity dispersions of stars and gas in those sys-
tems. In the outer regions, the velocity dispersions
are typically of order 10−4 − 10−3 times the speed
of light. Hence, the Newtonian physics given by
an O(2) approximation might be extended to post-
Newtonian O(4) corrections or, equivalently in our
model, “post-MONDian” physics.

In order to test a gravitational theory through
different astrophysical observations (e.g. the motion
of material particles, the bending of light-massless
particles, etc.), the metric tensor gµν is expanded
about the flat Minkowski metric ηµν , for corrections
hµν ≪ ηµν , in the following way:

gµν = ηµν + hµν . (6)

The metric gµν is approximated up to second per-
turbation order O(2) for the time and radial compo-
nents and up to zeroth order for the angular com-
ponents, in accordance with the spherical symmetry
of the problem. At this lowest perturbation order,

Mendoza et al. (2013) found the time g
(2)
00 and ra-

dial g
(2)
11 metric components, for the f(χ) = χ3/2

metric theory of gravity. These metric values are
necessary to compare with the astrophysical obser-
vations of motion of material particles and of photons
through gravitational lensing (Will 1993, 2006). In
fact, through the observations of the rotation curves
of galaxies and the Tully-Fisher relation and the de-
tails of the gravitational lensing in individual, groups
and clusters of galaxies, Mendoza et al. (2013) fixed
the unknown potentials φ and ψ of the theory.

In this paper, we develop perturbations of the
relativistic extended model f(χ) = χ3/2 up to the
fourth order in the time-time metric component,

g
(4)
00 , corresponding to the next order of approxi-
mation, to describe the motion of massive particles
(Will 1993). In this case, the metric components can
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be written as

g00 = 1 + g
(2)
00 + g

(4)
00 +O(6), (7)

g11 = −1 + g
(2)
11 +O(4). (8)

In other words, the metric is written up to the fourth
order in the time component and up to the second
order in the radial one. The contravariant metric
components of the previous set of equations are given
by

g00 = 1− g
(2)
00 − g

(4)
00 +O(6), (9)

g11 = −1− g
(2)
11 +O(4). (10)

3. EXTENDED F (χ) METRIC THEORIES

3.1. Field Equations

The f(χ) metric theories, proposed in Bernal
et al. (2011b), are constructed through the inclusion
of MOND’s acceleration scale a0 (Milgrom 1983 a,b)
as a fundamental physical constant that has been
shown to be of astrophysical and cosmological rele-
vance (see e.g. Bernal et al. 2011a; Carranza et al.
2013; Mendoza et al. 2011; Mendoza 2012; Hernan-
dez et al. 2010, 2012; Hernandez & Jiménez 2012;
Mendoza et al. 2013; Mendoza & Olmo 2015; Men-
doza 2015).

The action Sf for metric theories of gravity,
rewritten with correct dimensional quantities for a
mass M generating the gravitational field, is given
by (Bernal et al. 2011b)

Sf = − c3

16πG

∫

f(χ)

L2
M

√−g d4x , (11)

where G represents Newton’s gravitational constant,
for any arbitrary function f(χ) of the dimensionless
Ricci scalar χ:

χ := L2
MR; (12)

LM := ζ (rglM )
1/2

, (13)

where LM is a length-scale depending on the grav-
itational radius rg and the mass-length scale lM of
the system, given by (Mendoza et al. 2011)

rg :=
GM

c2
, lM :=

(

GM

a0

)1/2

, (14)

with a0 = 1.2×10−10 m/s2 the MOND’s acceleration
constant (see e.g. Famaey & McGaugh 2012, and ref-
erences therein) and ζ is a coupling constant of order
one calibrated through astrophysical observations.

The matter action takes its ordinary form

Sm = − 1

2c

∫

Lm

√−g d4x , (15)

with Lm the Lagrangian matter density of the sys-
tem.

Equation (11) is a particular case of a full gravity-
field action formulation in which the details of the
mass distribution appear inside the gravitational ac-
tion through LM , except for f(χ) = χ, where the
Hilbert-Einstein action is recovered. For the par-
ticular case of spherical symmetry, the mass inside
action (11) becomes the mass of the central object
generating the gravitational field. It is also expected
that for systems with a high degree of symmetry,
the mass M is related to the trace of the energy-
momentum tensor T through the standard definition

M := (4π/c2)

∫

Tr2dr. (16)

In what follows, we work with f(χ) theories in
the metric formalism. Note that a metric-affine for-
malism can also be taken into account (see e.g. Bar-
rientos & Mendoza 2016).

Now, the null variation of the complete action,
i.e. δ (Sf + Sm) = 0, with respect to the metric ten-
sor gµν , yields the following field equations:

f ′(χ)χµν − 1

2
f(χ)gµν − L2

M (∇µ∇ν − gµν∆) f ′(χ)

=
8πGL2

M

c4
Tµν , (17)

where the prime denotes the derivative with re-
spect to the argument, the Laplace-Beltrami op-
erator is ∆ := ∇µ∇µ and the energy-momentum
tensor Tµν is defined through the standard relation
δLm = −(1/2c)Tαβδg

αβ . Also, in equation (17), the
dimensionless Ricci tensor is defined as

χµν := L2
MRµν , (18)

where Rµν is the standard Ricci tensor. The trace
of equations (17) is given by

f ′(χ)χ− 2f(χ) + 3L2
M ∆f ′(χ) =

8πGL2
M

c4
T , (19)

where T := Tα
α.

Bernal et al. (2011b) and Mendoza et al. (2013)
have shown that the function f(χ) must satisfy the
following limits:

f(χ) =

{

χ, when χ≫ 1 (General relativity),

χ3/2, when χ≪ 1 (Relativistic MOND),

(20)
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in order to recover Einstein’s GR in the limit χ≫ 1
and a relativistic version of MOND in the regime
χ≪ 1.

Now, a complete extended cosmological model
without the introduction of any DM and/or DE com-
ponents should explain several cosmological observa-
tions, e.g. the cosmic microwave background, large
scale structure formation, baryonic acoustic oscilla-
tions, etc. However, when mass-energy to scale ra-
tios reach sufficiently large numbers, of the order or
greater than the ones associated to the Solar Sys-
tem, then GR must be the correct theory to describe
them. In this direction, Mendoza (2012) has pro-
posed a “transition function” between both regimes,
GR and “relativistic MOND”, to describe the com-
plete cosmological evolution:

f(χ) = χ3/2 1± χ1+p

1± χ3/2+p
→

{

χ3/2, for χ≪ 1,

χ, for χ≫ 1.

(21)
For this function, GR is recovered when χ ≫ 1 in
the strong field regime and the relativistic version of
MOND is recovered when χ ≪ 1 in the weak field
limit. Some observations suggest an abrupt transi-
tion between both limits of function (20) (see Men-
doza et al. 2013; Hernandez et al. 2013; Mendoza
2015), meaning that it might be possible to choose
the following step function to describe the evolution
of the Universe:

f(χ) =

{

χ3/2, for χ ≤ 1,

χ, for χ ≥ 1.
(22)

However, in this work we are interested in the regime
where GR should be modified, which in our case cor-
responds to the relativistic regime of MOND, assum-
ing that where GR works well there should not be a
modification. Thus, in the following, we work in the
limit χ≪ 1 only.

Note that the “transition functions” (21) and
(22) converge to GR at very early cosmic times, when
inflation should dominate the behavior of the Uni-
verse. This can be thought of as a correct limit by
including an inflaton field for the exponential expan-
sion of the Universe, or one can think that at the
very early epochs the f(χ) function should be pro-
portional to the square of the Ricci scalar in such a
way that a Starobinsky (1980) exponential expansion
is reached (see also Nojiri et al. 2017).

3.2. Relativistic MOND (χ≪ 1)

For the case χ ≪ 1, the first two terms on the
left-hand side of equation (19) are much smaller than

the third one, i.e. f ′(χ)χ−2f(χ) ≪ 3L2
M ∆f ′(χ), at

all orders of approximation (Bernal et al. 2011b).
This fact means that the trace (19) can be written
as

3L2
M∆f ′(χ) =

8πGL2
M

c4
T. (23)

For the field produced by a point massM , the right-
hand side of last equation (23) is null far from the
source, and so the last relation in vacuum at all per-
turbation orders can be rewritten as

∆f ′(χ) = 0. (24)

Now, as a simple case of study, we assume a
power-law form for the function f(χ):

f(χ) = χb, (25)

for a real power b. In this case, relation (24) is equiv-
alent to

∆f ′(R) = 0, (26)

at all orders of approximation for a power-law func-
tion of the Ricci scalar

f(R) = Rb. (27)

Substitution of function (25) into the null variations
of the gravitational field’s action (11) in vacuum
leads to

δSf = − c3

16πG
L
2(b−1)
M δ

∫

Rb√−g d4x = 0 , (28)

and so

δ

∫

Rb√−g d4x = 0 . (29)

From the last relation, we can see that the same
field equations in vacuum are obtained for a power-
law function (25) in the f(χ) theory, as well as for
a standard power-law f(R) metric theory (27), but
with the important restriction (26) needed to yield
the correct relativistic extension of MOND (χ ≪ 1
limit). Mendoza et al. (2013) showed that this con-
dition is crucial to describe the details observed for
gravitational lensing for individuals, groups and clus-
ters of galaxies, and differs from the results obtained
in Capozziello et al. (2007), for a standard f(R)
power-law description in vacuum. As discussed in
Mendoza et al. (2013), such a discrepancy occurs
from the sign convention used in the definition of
the Riemann tensor, giving two different choices of
signature that effectively bifurcate on the solution
space, a property which does not appear in Ein-
stein’s general relativity. This is due to higher order
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derivatives with respect to the metric tensor that ap-
pear in metric theories of gravity (cf. equations (17)
and (19)). Following the results in Mendoza et al.
(2013), we use the same definition of Riemann’s ten-
sor sign and the branch of solutions that recover the
correct weak field limit of the theory, in order to
explain the rotation curves of spiral galaxies based
on the Tully-Fisher relation, and the gravitational
lensing observed at the outer regions of groups and
clusters of galaxies, within the point-mass descrip-
tion.

Given the equivalence of the power-law f(χ)
models with the standard f(R) metric theories, the
standard perturbation analysis for f(R) theories
constrained by equation (26) is developed for the
power-law description of gravity (25) in the weak
field limit, and for the first-order MOND-like rela-
tivistic correction in Mendoza et al. (2013). In this
case, the standard field equations (17) reduce to (see
e.g. Capozziello & Faraoni 2011)

f ′(R)Rµν − 1

2
f(R)gµν +Hµν = 0 , (30)

where the fourth-order terms are grouped into
Hµν := − (∇µ∇ν − gµν∆) f ′(R). The trace of equa-
tion (30) is given by

f ′(R)R− 2f(R) +H = 0 , (31)

with H := Hµνg
µν = 3∆f ′(R).

For the case of the static spherically symmetric
space-time (1), it follows that

Hµν =−f ′′
{

R,µν − Γ1
µνR,r

−gµν
[(

g11,r + g11 (ln
√−g),r

)

R,r + g11R,rr

]}

−f ′′′
(

R,µR,ν − gµνg
11R 2

,r

)

; (32)

and the trace

H = 3f ′′
[(

g11,r + g11
(

ln
√−g

)

,r

)

R,r + g11R,rr

]

+3f ′′′g11R 2
,r . (33)

4. PERTURBATION THEORY

In this subsection, we present the perturbation
analysis for f(χ) metric theories. Perturbations ap-
plied to metric theories of gravity, including GR,
are extensively detailed in the monograph by Will
(1993). In particular, for f(R) metric theories,
Capozziello & Stabile (2009) have developed a sec-
ond order perturbation analysis and applied it to
lenses and clusters of galaxies (Capozziello et al.
2009).

The general field equations (30)-(31) are of fourth
order in the derivatives of the metric tensor gµν .
In dealing with the algebraic manipulations of the
perturbations of an f(R) metric theory of grav-
ity, T. Bernal, S. Mendoza and L.A. Torres de-
veloped a code in the Computer Algebra System
(CAS) Maxima, the MEXICAS (Metric Extended-
gravity Incorporated through a Computer Algebraic
System) code (licensed with a GNU Public Li-
cense Version 3). The code is described in Men-
doza et al. (2013) and can be downloaded from:
http://www.mendozza.org/sergio/mexicas. We use it
to obtain the field equations up to the fourth order in
perturbations as described in the next subsections.

4.1. Weakest Field Limit O(2) Correction

Ricci’s scalar can be written as follows:

R = R(2) +R(4) +O(6) , (34)

which has non-null second and fourth perturbation
orders in v/c powers. The fact that R(0) = 0 is con-
sistent with the flatness of space-time assumption
at the lowest zeroth perturbation order. The O(2)
term of Ricci’s scalar, R(2), from the metric compo-
nents (7)-(8), is given by

R(2) = −2

r

[

g
(2)
11,r +

g
(2)
11

r

]

− g
(2)
00,rr −

2

r
g
(2)
00,r . (35)

At the lowest perturbation order, O(2b− 2), the
trace (31) for a power-law theory (27) can be written
as (Mendoza et al. 2013)

H(2b−2) = 3∆f ′(2b−2)(R) = 0. (36)

Note that this is the only independent equation at
this perturbation order. Substitution of (9), (10),
(27) and (34) into the previous relation leads to a
differential equation for Ricci’s scalar at order O(2),
which has the solution (Mendoza et al. 2013)

R(2)(r) =

[

(b− 1)

(A
r
+ B

)]1/(b−1)

, (37)

where A and B are constants of integration. Far
away from the central mass, space-time is flat and
so, Ricci’s scalar must vanish at large distances from
the origin, i.e. the constant B = 0.

Now, the case b = 3/2 has been shown to yield
a MOND-like behavior in the limit r ≫ lM ≫ rg
(Bernal et al. 2011b; Mendoza et al. 2013) and so,
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after substituting b = 3/2 and B = 0, solution (37)
becomes

R(2)(r) =
R̂

r2
, (38)

where the constant R̂ := A2/4.
At the next perturbation order, O(2b), the metric

components g
(2)
00 , g

(2)
11 , g

(4)
00 and Ricci’s scalar R(4) can

be obtained. In this case, the field equations (30) are
given by (Mendoza et al. 2013)

bR(2)b−1R(2)
µν − 1

2
R(2)bg(0)µν +H(2b)

µν = 0 , (39)

where H(2b)
µν = − (∇µ∇ν − gµν∆) f ′(2b)(R). From

constraint (26) it follows that ∆f ′(2b) = 0, and
the last equation simplifies greatly. Using re-
lations (7)-(10) into the 00−component of equa-
tion (39) leads to (Mendoza et al. 2013)

bR(2)b−1R
(2)
00 −

1

2
R(2)b+

1

2
b(b−1)g

(2)
00,rR

(2)b−2R(2)
,r = 0 .

(40)
The 00−component of Ricci’s tensor at O(2) is given
by

R
(2)
00 = −

rg
(2)
00,rr + 2g

(2)
00,r

2r
; (41)

by substituting this last expression, b = 3/2, and re-
sult (38) into equation (40), the following differential

equation for g
(2)
00 is obtained:

r2g
(2)
00,rr + 3rg

(2)
00,r +

2R̂

3
= 0, (42)

which has the solution (Mendoza et al. 2013)

g
(2)
00 (r) = − R̂

3
ln

(

r

rs

)

+
k1
r2
, (43)

where k1 and rs are constants of integration. By
substitution of this last result and relation (38) into
equation (35), the following differential equation for

g
(2)
11 is obtained:

rg
(2)
11,r + g

(2)
11 +

k1
r2

+
R̂

3
= 0, (44)

with the following analytic solution (Mendoza et al.
2013):

g
(2)
11 (r) =

k1
r2

+
k2
r

− R̂

3
, (45)

where k2 is another constant of integration.
To fix the free parameters R̂, k1, k2 in rela-

tions (43) and (45), Mendoza et al. (2013) compared
the metric coefficients with observations of rotation

curves of spiral galaxies and the Tully-Fisher rela-
tion, and with gravitational lensing results of indi-
vidual, groups, and clusters of galaxies. They ob-
tained:

g
(2)
00 (r) = −2 (GMa0)

1/2

c2
ln

(

r

rs

)

, (46)

g
(2)
11 (r) = −2 (GMa0)

1/2

c2
, (47)

for R̂ = 6(GMa0)
1/2/c2 and k1 = 0 = k2. Their

results are summarized in Table 1. Notice that
the metric component g

(2)
00 = 2φ/c2 reduces to

the MONDian gravitational potential, φMOND =
−(GMa0)

1/2 ln(r/rs), and to obtain the acceleration
the length rs is left indeterminate at O(2). However,
as explained in § 6, its value is necessary to describe
the dynamics up to O(4) of the theory, and it will
be fixed with observational data.

Now, it is worth to notice the minus sign in g
(2)
00

(equation (46)). To obtain the corresponding “deep-
MOND” acceleration, aMOND(r) = −(GMa0)

1/2/r,
from such potential, we cannot use the standard def-
inition a(r) = −∇φ(r), as in Newtonian mechan-
ics, since a positive gravitational potential cannot
produce bounded orbits in this theory (cf. Lan-
dau & Lifshitz 1982). That is, we cannot choose
φMOND(r) = +(GMa0)

1/2 ln(r/rs), unlike the treat-
ment followed in Campigotto et al. (2017). This fact
explains their disagreement with the correct (−) sign
found in Bernal et al. (2011b); Mendoza et al. (2013),
and in this article.

4.2. “Post-MONDian” O(4) Correction

In this subsection, we derive the first relativistic
correction of the metric theory f(χ) = χ3/2, i.e. we

obtain g
(4)
00 and R(4) having in mind further applica-

tions for material particles moving at high velocities
compared to the speed of light. Here, we assume the
solutions for the O(2) metric coefficients as shown
before, and fit the O(4) ones as explained below.

The O(4) component of Ricci’s scalar is given by

R(4) = −2

r

{

g
(2)
11

[

2g
(2)
11,r + g

(2)
00,r +

g
(2)
11

r

]

+g
(2)
00,r

[r

4

(

g
(2)
11,r − g

(2)
00,r

)

− g
(2)
00

]

+ g
(4)
00,r

}

+g
(2)
00,rr

[

g
(2)
00 − g

(2)
11

]

− g
(4)
00,rr . (48)

To obtain the O(4) metric coefficients, we use an-
other independent field equation. Substitution of
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TABLE 1

EMPIRICAL O(2) METRIC COEFFICIENTS

Metric coefficient g
(2)
00 g

(2)
11

− 2(GMa0)
1/2

c2 ln
(

r
rs

)

− 2(GMa0)
1/2

c2

Observations

(Tully-Fisher) (Lensing)

Theory − R̂
3 ln

(

r
rs

)

+ k1

r2
k1

r2 + k2

r − R̂
3

f(χ) = χ3/2

R̂ = 6(GMa0)
1/2

c2 , k1 = 0 R̂ = 6(GMa0)
1/2

c2 , k1 = 0 = k2

The table shows the results obtained for the metric components g
(2)
00 and g

(2)
11 for a static spherically symmetric

space-time. The metric coefficients are empirically obtained from astronomical observations in the scales of galaxies
(Tully-Fisher relation) and lensing at the outer regions of individual, groups and clusters of galaxies, and compared to
the ones predicted by the f(χ) = χ3/2 metric theory of gravity. Any proposed metric of a theory of modified gravity
must converge to the observational values presented in this table. As shown in Mendoza et al. (2013), the theory
f(χ) = χ3/2 is in perfect agreement with the metric components derived from observations.

relations (7)-(10) into the 22−component of equa-
tion (39) yields

b(b−1)rR(2)b−2
[

R(4)
,r +g

(2)
11R

(2)
,r +(b−2)R(2)−1R(2)

,r R
(4)

]

−bR(2)b−1R
(2)
22 − r2

2
R(2)b = 0, (49)

where the 22−component of the Ricci tensor at order
O(2) is given by

R
(2)
22 = g

(2)
11 +

r

2

[

g
(2)
00,r + g

(2)
11,r

]

. (50)

By substitution of the last equation together with so-

lutions (38), (43) and (45) for R(2), g
(2)
00 and g

(2)
11 , re-

spectively, into equation (49) for b = 3/2, we obtain
the following differential equation for Ricci’s scalar
at O(4):

r4R(4)
,r + r3R(4) + R̂2r − 3k2R̂ = 0, (51)

which has the following exact solution:

R(4)(r) =
R̂2

r2
− 3k2R̂

2r3
− 4k3
c4r

, (52)

where k3 is a constant of integration.
Now, from the definition (48) of Ricci’s scalar

R(4) and from equation (52), together with (38), (43)
and (45), we obtain the following differential equa-

tion for g
(4)
00 :

−9g
(4)
00,rr −

18

r

(

g
(4)
00,r −

2k3
c4

)

+
R̂2

r2

[

ln

(

r

rs

)

− 23

2

]

+
3k2
r3

(

5R̂+
6k2
r

)

− 3k1R̂

r4

[

2 ln

(

r

rs

)

+ 1

]

+
45k1k2
r5

+
54k21
r6

= 0 , (53)

with the exact solution for g
(4)
00 :

g
(4)
00 (r) =

R̂2

18
ln2

(

r

rs

)

− 25R̂2

18
ln

(

r

rs

)

+
2k3
c4
r

+
2k4
c4r

+
k5
c4

− k1 R̂

3 r2

[

ln

(

r

rs

)

+ 2

]

+
k2

2

r2

−5 k2 R̂

3 r

[

ln

(

r

rs

)

+ 1

]

+
5 k1 k2
6 r3

+
k1

2

2 r4
,

(54)

where k4 and k5 are constants of integration.
Now, by using the same results for the parame-

ters R̂ = 6(GMa0)
1/2/c2, k1 = 0 = k2, from Men-

doza et al. (2013) (see Table 1), the metric coefficient

g
(4)
00 and Ricci’s scalar R(4) reduce to

g
(4)
00 =

2GMa0
c4

ln

(

r

rs

)[

ln

(

r

rs

)

− 25

]

+
2k3
c4
r +

2k4
c4r

+
k5
c4

; (55)

R(4) =
36GMa0

c4
1

r2
− 4k3
c4r

. (56)

To fix the constants k3 and k4 (k5 vanishes upon

derivation of g
(4)
00 with respect to r (cf. equa-

tion (57)), we fit the observational data of 12 clusters
of galaxies, as described in § 6.
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5. GENERALIZATION TO EXTENDED
SYSTEMS

In Mendoza et al. (2013), the details of gravita-
tional lensing for individual, groups and clusters of
galaxies at the outer regions of those systems were
obtained considering a point-mass lens. Campigotto
et al. (2017) compared those results with specific ob-
servations of gravitational lensing and found a large
discrepancy between the O(2) terms in the metric
coefficients of the f(χ) = χ3/2 gravity and the obser-
vations. However, to obtain the correct gravitational
lensing it is necessary to take into account the mass-
density distribution, using a suitable gravitational
potential.

In this section, we assume the solution for the
MONDian point-mass gravitational potential for the
f(χ) = χ3/2 model, and generalize it to spherically
symmetric mass distributions through potential the-
ory. To this aim, we take into account the potential
due to differentials of mass and integrate for the in-
terior and exterior shells for a given radius r.

Let us take the radial component (3) of the
geodesic equations (2) in the weak field limit of the
theory. In this limit, the rotation curve for test par-
ticles bounded in a circular orbit about a mass M
with circular velocity v(r) is given by equation (4).
Such equation, up to O(4) of approximation, is given
by

ac
c2

=
1

c2
d2r

dt2
=

1

2

[

g
(2)
00,r + g

(2)
11 g

(2)
00,r + g

(4)
00,r

]

. (57)

Substitution of the O(2) results for the metric

coefficients, g
(2)
00 and g

(2)
11 (see Table 1), and solu-

tion (54) for g
(4)
00 in equation (57), results in the fol-

lowing expression for the acceleration of a test-mass
particle in the gravitational field generated by the
point-mass M :

ac(r) = − (GMa0)
1/2

r
(58)

− 1

c2

[

23GMa0
r

− 2GMa0
r

ln

(

r

rs

)

− k3 +
k4
r2

]

.

The first term on the right-hand side of last equa-
tion corresponds to the “deep-MOND” acceleration.
The remaining O(2) terms are the first relativistic
correction to the gravitational acceleration.

In order to apply these results to extended sys-
tems, it is necessary to generalize the gravitational
acceleration (58) to a spherical mass distribution
M(r). To do this, notice that the first term of
such equation can be easily generalized: In this case,
the deep-MONDian acceleration can be written as

f(x) = a/a0 = x, for x := lM/r. As discussed in
Mendoza et al. (2011), this function, and in general
any analytic function which depends only on the pa-
rameter x, guarantees Newton’s theorems. In other
words, the gravitational acceleration exerted by the
outer shells at position r cancels out and depends
only on the mass M(r) interior to r. Thus, the first
MONDian term of the gravitational acceleration (58)
due to a mass distribution can be written as

ac(r) = − [GM(r)a0]
1/2

r
. (59)

For the O(2) terms on the right-hand side of ac-
celeration (58), let us take the corresponding grav-
itational potential generated by the point-mass M .
After integrating the O(2) terms with respect to the
radius r, according to the spherical symmetry as-
sumption, we obtain

φ(2)(r) = −GMa0
c2

{

−A
r
−Br (60)

+ ln

(

r

rs

)[

23− ln

(

r

rs

)]}

,

where we have assumed k3 and k4 are proportional
to GMa0 and we have defined, for convenience, the
constants A := k4/GMa0 and B := k3/GMa0. This
point-mass gravitational potential can be generalized
considering that the extended system is composed
of many infinitesimal mass elements dM , each one
contributing with a point-like gravitational poten-
tial (60), such that

M(r) =

∫

V

dM =

∫

V

ρ(r′) dV ′, (61)

where ρ is the mass-density of the system and the
volume element is dV ′ = r′2 sin θ′ dϕ′ dθ′ dr′, inte-
grated over the volume V .

From equation (60), the generalized gravitational
potential in spherical symmetry is the convolution

∫

f(r− r
′)ρ(r′)r′2 sin θ′dϕ′dθ′dr′, (62)

of the function

f(r− r
′) = −Ga0

c2

{

− A

|r− r′| −B|r− r
′| (63)

+ ln

( |r− r
′|

rs

)[

23− ln

( |r− r
′|

rs

)]}

,

with the differential dM defined in (61), for f and
ρ locally integrable functions for r > 0 (see e.g.
Vladimirov 2002). Due to the spherical symmetry
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of the problem, the integration can be done in one
direction, for example the z axis, where the polar
angle θ = 0 and |r − r

′| =
√
r2 + r′2 − 2rr′ cos θ′.

Thus, the O(2) generalized gravitational potential
for a mass distribution can be written as

Φ(2)(r) = −Ga0
c2

∫ R

0

∫ π

0

∫ 2π

0

{

− A

|r− r′| (64)

+ ln
|r− r

′|
rs

[

23− ln
|r− r

′|
rs

]

−B|r− r
′|
}

ρ(r′) r′2 sin θ′ dϕ′ dθ′ dr′,

integrated over the whole volume V . If the density
distribution is known, the generalized potential (65)
can be numerically integrated to obtain the gravita-
tional acceleration, from 0 < r < r′ and r′ < r < R,
where R is the radius of the spherical configuration.

Notice that the term with constant A on the last
integral is a Newtonian-like potential, and it is a well-
known result that the matter outside the spherical
shell of radius r does not contribute to the corre-
sponding gravitational acceleration; thus we have

a(2)c (r) = −GM(r)a0A

c2r2
. (65)

For the other terms, the integration is done for the
interior and exterior shells of mass dM with respect
to the radius r, giving as result the following expres-
sion:

Φ(2)
c (r) = − 2πGa0

c2r

∫R

0

{

−B
3

[

(r + r′)
3 − |r − r′|3

]

+(r − r′)2 ln
(

|r−r′|
rs

) [

1
2 ln

(

|r−r′|
rs

)

− 24
]

−(r + r′)2 ln
(

r+r′

rs

) [

1
2 ln

(

r+r′

rs

)

− 24
]}

ρ(r′)r′ dr′

+
12Ga0
c2

∫ R

0

4πρ(r′)r′2 dr′, (66)

where the last term is constant. Now, after perform-
ing the derivation of the potential (65) with respect
to r and simplifying some terms, the generalized
gravitational acceleration for a spherical mass dis-
tribution M(r) can be written as

ac(r) = − [GM(r)a0]
1/2

r
+

dΦ(2)(r)

dr
, (67)

= − [GM(r)a0]
1/2

r
− GM(r)a0A

c2r2
+

dΦ
(2)
c (r)

dr
,

which can be obtained for an arbitrary density profile
ρ(r). Notice that the parameters B and rs appear
only on the last term of last equation through (66).

6. FIT WITH OBSERVATIONS OF CLUSTERS
OF GALAXIES

To compare the correction g
(4)
00 with the obser-

vations of clusters of galaxies, we suppose the O(4)
terms might be important in order to describe these
systems, since their observed typical velocity disper-
sions are of the order 10−4−10−3 times the speed of
light. Also, as shown in Sadeh et al. (2015); Wojtak
et al. (2011), there exist observational relativistic ef-
fects of the velocity of the galaxies at the edge of the
clusters, showing a difference of the inferred back-
ground potential with the galaxy inferred potential.
Here we test if the dynamical masses of the clusters
can be explained with the extra O(4) terms from the
metric coefficients of the f(χ) = χ3/2 theory, with-
out the need of DM.

6.1. Galaxy Clusters Mass Determination

To apply the results of the last subsection to the
spherically symmetric X-ray clusters of galaxies re-
ported in Vikhlinin et al. (2006), notice that there
are two observables: the ionized gas profile ρg(r) and
the temperature profile T (r). Under the hypothesis
of hydrostatic equilibrium, the hydrodynamic equa-
tion can be derived from the collisionless isotropic
Boltzmann equation for spherically symmetric sys-
tems in the weak field limit (Binney & Tremaine
2008):

d
[

σ2
rρg(r)

]

dr
+
ρg(r)

r

[

2σ2
r−

(

σ2
θ+σ

2
ϕ

)]

= −ρg(r)
dΦ(r)

dr
,

(68)
where Φ is the gravitational potential and σr, σθ and
σϕ are the mass-weighted velocity dispersions in the
radial and tangential directions, respectively. For
an isotropic system with rotational symmetry there
is no preferred transverse direction, and so σθ = σϕ.
For an isotropic distribution of the velocities, we also
have σr = σθ.

The radial velocity dispersion can be related to
the pressure profile P (r), the gas mass density ρg(r)
and the temperature profile T (r) by means of the
ideal gas law to obtain:

σ2
r =

P (r)

ρg(r)
=
kBT (r)

µmp
, (69)

where kB is the Boltzmann constant, µ = 0.5954
is the mean molecular mass per particle for primor-
dial He abundance and mp is the proton mass. Di-
rect substitution of equation (69) into (68) yields the
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gravitational equilibrium relation:

|a(r)|=
∣

∣

∣

∣

dΦ(r)

dr

∣

∣

∣

∣

=
kBT (r)

µmpr

[

d ln ρg(r)

d ln r
+

d lnT (r)

d ln r

]

.

(70)
The right-hand side of the previous equation is de-
termined by observational data, while the left-hand
side should be consistent through a given gravita-
tional acceleration and distribution of matter.

In standard Newtonian gravity, the total mass
of a galaxy cluster is given by the mass of the gas,
Mgas, and the stellar mass of the galaxies, Mstars,
inside it, with the necessary addition of an unknown
DM component to avoid a discrepancy of one order
of magnitude on both sides of last equation. In this
case, the “dynamical” mass of the system, Mdyn, is
determined by Newton’s acceleration, aN, as follows:

Mdyn(r) := −r
2aN(r)

G
(71)

= −kBT (r)
µmpG

r

[

d ln ρg(r)

d ln r
+

d lnT (r)

d ln r

]

.

In the f(χ) = χ3/2 model, the acceleration will
be given by equation (67). In this case, we define the
“theoretical” mass, Mth, as

Mth(r) := −r
2ac(r)

G

=

[

Mb(r)a0
G

]1/2

r +
Mb(r)a0A

c2

−r
2

G

dΦ
(2)
c (r)

dr
, (72)

where the baryonic mass of the system, Mb(r), is
given by

Mb(r) =Mgas(r) +Mstars(r). (73)

In order to reproduce the observations, the the-
oretical mass obtained from our modification to the
gravitational acceleration must be equal to the dy-
namical mass coming from observations, i.e. Mth =
Mdyn, without the inclusion of DM. This provides an
observational procedure to fit the three free param-
eters of our model (rs, A and B).

6.2. Chandra Clusters Sample

For this work, we used 12 X-ray galaxy clus-
ters from the Chandra Observatory, analyzed in
Vikhlinin et al. (2005, 2006). It is a representative
sample of low-redshift (z ≈ 0.01 − 0.2, with me-
dian z = 0.06), relaxed clusters, with very regular

X-ray morphology and weak signs of dynamical ac-
tivity. The effect of evolution is small within such
redshift interval (Vikhlinin et al. 2006), thus we did
not include the effects of the expansion of the Uni-
verse in our analysis. The observations extend to
a large fraction of the virial radii, with total masses
M500

4 ≈ (0.5−10)×1014M⊙; thus, the obtained val-
ues of the clusters properties (gas density, tempera-
ture and total mass profiles) are reliable (Vikhlinin
et al. 2006).

The keV temperatures observed in clusters of
galaxies imply that the gas is fully ionized and the
hot plasma is mainly emitted by free-free radiation
processes. There is also line emission by the ion-
ized heavy elements. The radiation process gen-
erated by these mechanisms is proportional to the
emission measure profile npne(r). Vikhlinin et al.
(2006) introduced a modification to the standard β-
model (Cavaliere & Fusco-Femiano 1978), in order
to reproduce the observed features from the surface
brightness profiles, the gas density at the centers of
relaxed clusters and the observed X-ray brightness
profiles at large radii. A second β-model component
(with small core radius) is added to increase the ac-
curacy near the clusters’ centers. With these mod-
ifications, the complete expression for the emission
measure profile has 9 free parameters. The 12 clus-
ters can be adequately fitted by this model. The best
fit values to the emission measure for the 12 clusters
of galaxies can be found in Table 2 of Vikhlinin et al.
(2006).

To obtain the baryonic density of the gas, the pri-
mordial abundance of He and the relative metallicity
Z = 0.2Z⊙ are taken into account, and so

ρg(r) = 1.624mp

√

npne(r). (74)

In order to have an estimation of the stellar com-
ponent of the clusters, we used the empirical rela-
tion between the stellar and the total mass (baryonic
+ DM) in the Newtonian approximation (Lin et al.
2012):

Mstars

1012M⊙
= (1.8± 0.1)

(

M500

1014M⊙

)0.71±0.04

. (75)

However, the total stellar mass is ≈ 1% of the to-
tal mass of the clusters, so we simply estimate the
baryonic mass with the gas mass.

For the temperature profile T (r), Vikhlinin et al.
(2006) used a different approach from the polytropic

4M500 is the mass at the radius r500, where the density is

500ρcrit, with ρcrit the critical density of the Universe.
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law to model non-constant cluster temperature pro-
files at large radii. All the projected temperature
profiles show a broad peak near the centers and de-
crease at larger radii, with a temperature decline
toward the cluster center, probably because of the
presence of radiative cooling (Vikhlinin et al. 2006).
To model the temperature profile in three dimen-
sions, they constructed an analytic function such
that outside the central cooling region the temper-
ature profile can be represented as a broken power
law with a transition region:

T (r) = T0
x+ Tmin/T0

1 + x

(r/rt)
−a

[1 + (r/rt)b]
c/b
, (76)

where x := (r/rcool)
acool . The 8 best-fit parameters

(a, b, c, rt, T0, Tmin, rcool, acool) for the 12 clusters
of galaxies can be found in Table 3 of Vikhlinin et al.
(2006).

The total dynamical masses, obtained with equa-
tion (71) from the derived gas densities (74) and tem-
perature profiles (76) for the 12 galaxy clusters, were
kindly provided by Alexey Vikhlinin, along with the
1σ confidence levels from their Markov Chain Monte
Carlo simulations. We used such data to fit our
model as described in the next subsection.

6.3. Parameters Estimation Method

We conceptualized the free parameters calibra-
tion, A, B and rs, as an optimization problem and
proposed to solve it using Genetic Algorithms (GAs),
which are evolutionary based stochastic search algo-
rithms that, in some sense, mimic natural evolution.
In this heuristic technique, points in the search space
are considered as individuals (solution candidates),
which as a whole form a population. The particular
fitness of an individual is a number indicating their
quality for the problem at hand. As in nature, GAs
include a set of fundamental genetic operations that
work on the genotype (solution candidate codifica-
tion): mutation, recombination and selection opera-
tors (Mitchell 1998).

These algorithms operate with a population of
individuals P (t) = xt1, ..., x

t
N , for the t-th itera-

tion, where the fitness of each xi individual is evalu-
ated according to a set of objective functions fj(xi).
These objective functions allow to order individu-
als of the population in a continuum of degrees of
adaptation. Then, individuals with higher fitness
recombine their genotypes to form the gene pool of
the next generation, in which random mutations are
also introduced to produce new variability.

A fundamental advantage of GAs versus tra-
ditional methods is that GAs solve discrete, non-
convex, discontinuous, and non-smooth problems
successfully, and thus they have been widely used
in many fields, including astrophysics and cosmol-
ogy (see e.g. Charbonneau 1995; Cantó et al. 2009;
Nesseris 2011; Curiel et al. 2011; Rajpaul 2012;
López-Corona 2015).

It is important to note that, as it is well known
from Taylor series, any (normal) function may be
well approximated by a polynomial, up to certain
correct order of approximation. Of course, although
this is correct from a mathematical point of view, it
is possible to consider that a polynomial approxima-
tion is not universal for any physical phenomenon.
In this line of thought, one may fit any data using
a model with many free parameters, and even if in
this approximation we may have a great performance
in a statistical sense, it could be incorrect from the
physical perspective.

In this sense, an important question to ask is:
How much better is a complex model in a fitting
process, justifying the incorporation of extra param-
eters? In a more straightforward sense, how do
we carry out a fit with simplicity? Such question
has been the motivation in the recent years for new
model selection criteria development in statistics, all
of them defining simplicity in terms of the number
of parameters or the dimension of a model (see e.g.
Forster & Sober 1994, for a non-technical introduc-
tion). These criteria include Akaike’s Information
Criterion (AIC) (Akaike 1974, 1985), the Bayesian
Information Criterion (BIC) (Schwarz 1978) and
the Minimum Description Length (MDL) (Rissanen
1989). They fit the parameters of a model differently,
but all of them address the same problem as a signif-
icance test: Which of the estimated “curves” from
competing models best represents reality? (Forster
& Sober 1994).

Akaike (1974, 1985) has shown that choosing the
model with the lowest expected information loss (i.e.,
the model that minimizes the expected Kullback-
Leibler discrepancy) is asymptotically equivalent to
choosing a model Mj , from a set of models j =
1, 2, ..., k, that has the lowest AIC value, defined by

AIC = −2 ln (Lj) + 2Vj , (77)

where Lj is the maximum likelihood for the candi-
date model and is determined by adjusting the Vj
free parameters in such a way that they maximize
the probability that the candidate model has gener-
ated the observed data. This equation shows that
AIC rewards descriptive accuracy via the maximum
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TABLE 2

PARAMETER ESTIMATION FOR THE GALAXY CLUSTERS

Cluster rmin rmax Mgas Mth Mdyn A B rs

(kpc) (kpc) (1013M⊙) (1014M⊙) (1014M⊙) (108kpc) (kpc−1) (10−8kpc)

A133 92.10 1005.81 3.193 3.269 3.359 2.0727 96.563 3.42

A262 62.33 648.36 1.141 0.825 0.8645 1.7825 358.82 2.40

A383 51.28 957.92 4.406 2.966 3.17 1.9714 151.99 2.96

A478 62.33 1347.89 10.501 7.665 8.18 1.9271 61.436 3.91

A907 62.33 1108.91 6.530 4.499 4.872 1.9024 101.05 3.56

A1413 40.18 1347.89 9.606 7.915 8.155 1.9423 51.150 71293

A1795 92.10 1222.57 6.980 6.071 6.159 1.9255 61.757 3.79

A1991 40.18 750.55 1.582 1.198 1.324 2.3703 340.56 2.49

A2029 31.48 1347.89 10.985 7.872 8.384 2.1837 75.339 440.9

A2390 92.10 1415.28 16.621 11.151 11.21 1.1517 16.935 4.55

MKW4 72.16 648.36 0.676 0.805 0.8338 2.4413 367.55 2.28

RXJ1159

+5531 72.16 680.77 0.753 1.105 1.119 2.3460 171.94 2.39

Mean value 2.0014 154.59 5980

< SD > 0.00868 1.6462 937.0

From left to right, the columns list the name of the cluster, the minimal rmin and maximal rmax radii for the integration,
the mass of the gas Mgas, the total theoretical mass Mth derived from our model, the total dynamical mass Mdyn from
Vikhlinin et al. (2006), the best-fit parameters A, B and rs, respectively. Also, at the bottom of the Table, we show
the best-fit parameters obtained from the 12 clusters of galaxies data taken as a set of independent objective functions
together, with their corresponding mean standard deviations < SD >.

likelihood, and penalizes lack of parsimony according
to the number of free parameters (note that models
with smaller AIC values are to be preferred). In that
sense, Akaike (1974, 1985) extended this paradigm
by considering a framework in which the model di-
mension is also unknown, and must therefore be de-
termined from the data. Thus, Akaike proposed
a framework where both model estimation and se-
lection could be simultaneously accomplished. For
those reasons, AIC is generally regarded as the first,
most widely known and used model selection tool.

Taking as objective function the AIC information
index, we performed a GAs analysis using a modi-
fied version of the Sastry (2007) code in C++. The
GA we used evaluates numerically equation (72) in
order to compare the numerical results from the the-
oretical model with the cluster observational data, as
explained in § 6.2. All parameters were searched for
a broad range, from −1×104 to 1×1010, generating
populations of 1,000 possible solutions over a maxi-
mum of 500,000 generation search processes. We se-
lected standard GAs: tournament selection with re-
placement (Goldberg et al. 1989; Sastry & Goldberg
2001), simulated binary crossover (Deb & Agrawal
1995; Deb & Kumar 1995) and polynomial muta-

tion (Deb & Agrawal 1995; Deb & Kumar 1995; Deb
2001). The parameters were estimated taking the
average from the first best population decile, check-
ing the consistency of the O(2) corrections with re-
spect to the zeroth order term in the gravitational
acceleration (67). Finally, when we obtained

∆AIC := AICi −min {AICi} < 2, (78)

for the parameters estimation, then the model was
accepted as a good one (Burnham & Anderson 2002).

7. RESULTS AND DISCUSSION

The results for the best fits as explained in § 6
are summarized in Table 2. Figures 1 and 2 show
the best fits of the theoretical masses compared to
the total dynamical ones obtained in Vikhlinin et al.
(2006). In all cases, the parameter ∆AIC < 2 and
so, in general, the f(χ) = χ3/2 model fits well the
observational data.

From the best-fit analysis, we see that our model
is capable to account for the total dynamical masses
of the 12 clusters of galaxies, except at the very inner
regions for some of them, a persistent behavior more
accentuated for A907 and A1991. Notice that the pa-
rameter A quantifies the extra Newtonian-like con-
tribution to the dynamical mass [cf. equation (67)],
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Fig. 1. Dynamical mass vs. radius for the galaxy clusters. Dynamical mass vs. radius for the first 6 clusters of
galaxies, with the best-fit parameters as summarized in Table 1. The points with uncertainty bars are the 1σ dynamical
masses obtained in Vikhlinin et al. (2006). The solid line is the best fit obtained with our model. The color figure can
be viewed online.

and the parameters B and rs are present in the Φ
(2)
c

term only [equation (66)]. As can be seen in Ta-
ble 2, there are two systems, A1413 and A2029, for
which the estimated parameter rs is very far from
the mean value for the other clusters. Comparing its
contribution to the acceleration with respect to the
other two terms in equation (67), we found that the
dominant second order term is the one with the pa-
rameter A, and the contribution of the derivative of
the integral (66) is very small (since rs appears inside
a logarithm and because of the particular combina-
tion of the functions in such equation).

From the figures, we see that the “MOND-like”
relativistic correction of our model is better in the
outer regions of the galaxy clusters than standard
MOND, which needs extra matter to fit the observa-
tions in these systems. Also, the second order per-
turbation analysis of the metric theory f(χ) = χ3/2

is capable to account for the observations of the ro-

tation curves of spiral galaxies and the Tully-Fisher
relation, and the gravitational lensing in individual,
groups and clusters of galaxies (Mendoza et al. 2013).
In this work, we keep fixed those parameters at O(2)
of perturbations to obtain the O(4) of the model,
with the additional result that it is possible to fit
the dynamical masses of clusters of galaxies without
the need of extra DM.

Up to now it has generally been thought that a
MOND-like extended theory of gravity was not able
to explain the dynamics of clusters of galaxies with-
out the necessary introduction of some sort of un-
known DM component. Our aim has been to show
that in order to account for this dynamical descrip-
tion without the inclusion of DM, it is necessary to
introduce relativistic corrections in the proposed ex-
tended theory. To do so, we have chosen the par-
ticular f(χ) = χ3/2 MOND-like metric extension
(Bernal et al. 2011b), which has also proved to be
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Fig. 2. Dynamical mass vs. radius for the galaxy clusters. The same as Figure 1 for the remaining 6 clusters of
galaxies. The color figure can be viewed online.

in good agreement with gravitational lensing of indi-
vidual, groups and clusters of galaxies, and with the
dynamics of the Universe, providing an accelerated
expansion without the introduction of any dark mat-
ter and/or energy entities (see Mendoza 2015, for a
review).

A similar analogy occurred when studying the or-
bit of Mercury about a century ago. Its motions were
mostly understood with Newton’s theory of gravity.
However it was necessary to add relativistic correc-
tions to the underlying gravitational theory to ac-
count for the precession of its orbit. Mercury orbits
at a velocity v ≈ 50 km/s, implying v/c ≈ 10−4 and
already relativistic corrections are required. Typical
velocities of clusters of galaxies are v ≈ 103 km/s,
with v/c ≈ 10−3. This means that the dynamics of
clusters of galaxies are about one order of magnitude
more relativistic than the orbital velocity of Mercury
and so, if the latter required relativistic corrections,
then the corrections needed to describe the dynamics
of clusters of galaxies are even more important.
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ABSTRACT

Metallicity gradients derived from planetary nebulae (PNe) using O, Ne, and
Ar abundances are studied and compared to those from H ii regions in the galax-
ies M31, M33, NGC300 and the Milky Way. Galactocentric radii and chemical
abundances were collected from the literature, carefully selecting a homogeneous
sample for each galaxy. Metallicity gradients shown by PNe are flatter than those
of H ii regions in all cases. The extreme case is M31 where PN abundances are
not related to galactocentric distances and the gradients are consistent with zero.
To analyze the evolution of gradients with time we build gradients for Peimbert
Type I and non-Type I PNe finding that Type I PNe show steeper gradients than
non-Type I PNe and more similar to the ones of H ii regions indicating that the
chemical gradients might steepen with time. Alternatively, the flat gradients for
old PNe show that radial migration could have an important role in the evolution
of galaxies.

RESUMEN

Estudiamos los gradientes de metalicidad de O, Ne y Ar, derivados de neb-
ulosas planetarias (PNe), en comparación con los de regiones H ii en las galaxias
M31, M33, NGC300 y la Vı́a Láctea. Radios galactocéntricos y abundancias fueron
recopilados de la literatura, seleccionando con cuidado una muestra homogénea de
objetos en cada galaxia. Los gradientes de las PNe son más planos que los de las
regiones H ii en todos los casos. El caso más extremo es el de M31, donde las
abundancias de las PNe no están relacionadas con la distancia galactocéntrica y los
gradientes son consistentes con cero. Calculamos gradientes para PNe del Tipo I
y no-Tipo I de Peimbert, encontrando que los gradientes del Tipo I son más emp-
inados y más similares a los de las regiones H ii, lo que indicaŕıa que los gradientes
de metalicidad se empinan con el tiempo. Alternativamente los gradientes planos
de las PNe viejas indican que la migración radial juega un importante papel en las
galaxias.

Key Words: galaxies: abundances — galaxies: individual: M 31, M 33, NGC 300 —
galaxies: spiral — Galaxy: abundances — planetary nebulae: general

1. INTRODUCTION

Metallicity gradients in disk galaxies, provided by
the analysis of the chemistry of H ii regions at dif-
ferent galactocentric distances, have been long stud-
ied (Aller 1942; Searle 1971, and many others), as
such an analysis gives information on the chemical
history of the host galaxy. The history of star forma-
tion and the processes of accretion and mass loss in
a galaxy can be determined by using chemical evo-

lution models that reproduce the present chemical
abundances of the interstellar medium (ISM) using
the abundances of H ii regions as constraint. See e.g.,
Carigi & Peimbert (2011).

It has been found that the metallicity gradients
obtained from H ii regions and other indicators are
always negative, that is, chemical abundances are
lower at larger galactocentric distances. Many galax-
ies have been analyzed showing the same result. Re-

255



©
 C

o
p

y
ri

g
h

t 
2

0
1

9
: 
In

st
it
u

to
 d

e
 A

st
ro

n
o

m
ía

, 
U

n
iv

e
rs

id
a

d
 N

a
c

io
n

a
l A

u
tó

n
o

m
a

 d
e

 M
é

x
ic

o
D

O
I:
 h

tt
p

s:
//

d
o

i.o
rg

/1
0

.2
2

2
0

1
/i

a
.0

1
8

5
1

1
0

1
p

.2
0

1
9

.5
5

.0
2

.1
3
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cently Sánchez et al. (2014) analyzed the O abun-
dance in a large number of H ii regions in more than
300 galaxies observed by the CALIFA survey, report-
ing that in many galaxies with H ii regions detected
beyond two disk effective radii the slope presents a
flattening at large distances and, in some cases, a
drop or truncation of the O abundance occurs in the
inner regions.

Since some time ago the abundances determined
for PNe are also being used to analyze the chemical
gradients in galaxies. Among the oldest studies of
PNe in the Milky Way are those of D’Odorico, Peim-
bert, & Sabbadin (1976) and Kaler (1980). As PNe
are objects with ages between 1 and 10 Gyr, they
provide information of the past ISM abundances,
helping then in the determination of the evolution of
the chemical abundances in a galaxy, and providing
additional constraints for chemical evolution models
(Hernández-Mart́ınez et al. 2011).

Oxygen is the most used element to determine
the chemistry of H ii regions because its abundance
is well determined by just adding the ionic abun-
dances of O+ and O++, whose lines are observed
in the visual range of wavelengths. The determina-
tion of ionic abundances requires the determination
of physical conditions in the plasma, in particular the
electron temperature, which can be derived also in
the visual range by detecting the faint auroral lines
[Oiii] λ4363 and [Nii] λ5755, in order to use the so
called direct-method to determine abundances.

Gradients based on oxygen abundances have
been also calculated from PN data, although for the
case of highly ionized objects a correction due to
the presence of O+3 is required. However, it has
been shown that O in PNe may be enriched (or de-
pleted) due to stellar nucleosynthesis, particularly
in low-metallicity environments (Peña, Stasińska, &
Richer 2007; Flores-Durán, Peña, & Ruiz 2017) and
also in Galactic PNe with carbon-rich dust (Delgado-
Inglada et al. 2015). Therefore, metallicity gradients
derived from O abundances in PNe could be per-
turbed by stellar nucleosynthesis and thus this ele-
ment would be not adequate to analyze the chem-
ical gradients and the evolution of galaxies. Ap-
parently Ne abundances are also modified by stel-
lar nucleosynthesis in low-metallicity environments
(Karakas 2010; Milingo et al. 2010; Flores-Durán,
Peña, & Ruiz 2017). On the other hand, Ar and
S abundances in PNe are not expected to be mod-
ified in such processes during the PN progenitor
lifetime, although their abundance determinations
have large uncertainties due to large uncertainties in
the ionization correction factors when only one ion

(Ar++ or S+) is observed (Delgado-Inglada, Moris-
set, & Stasińska 2014). Especially, the S abun-
dance presents several problems, like ‘the Sulphur
anomaly’. See e.g., Henry et al. (2010).

In this work we propose to use Ar/H, together
with O/H and Ne/H abundance ratios, to trace the
PN metallicity gradients in the galaxies of the local
universe: M31, M33, NGC300, and the Milky Way
(MW). Gradients of PNe will be discussed in com-
parison with those of H ii regions. In §2 we present
the data used for the different galaxies. In §3 the
abundance gradients are calculated for each galaxy.
In §4 our results are presented and discussed, and
our conclusions are indicated in §5.

2. DATA ACQUISITION

Data used in this work consist of abundances and
galactocentric distances of PNe and H ii regions of
the spiral galaxies M31, M33, NGC300, and the
Milky Way. Most data were obtained from the liter-
ature trying to include only abundances calculated
with the direct-method (determined electron temper-
ature), in a homogeneous way by one group of au-
thors. However, in some cases data from different
sources have been included in order to obtain a larger
sample of objects for statistical studies, covering as
large a galactic radius as possible. This introduced
some degree of inhomogeneity that has been min-
imized by adopting only objects with determined
electron temperature and by using recent ionization
correction factors. We selected samples where O, Ne,
and Ar abundances were available.

We intend to build gradients based only on data
from genuine PNe and H ii regions. Therefore, for
all the galaxies, we carefully selected as genuine PNe
those objects where the [Oiii] λ5007 intensity rela-
tive to Hβ is larger than 3, because a lower value
could correspond to a compact H ii region and not
to a bona-fide PN. This criterion has been used, for
instance, by Ciardullo et al. (2002) to select PNe to
build the PNLF in external galaxies. On the other
hand, H ii regions showing an [Oiii] λ5007 inten-
sity larger than 3 times Hβ were eliminated from
the sample because these objects could correspond
to nebulae around WR stars or SN remnants, whose
abundances can be contaminated by the processes in
the central stars and would not correspond to abun-
dances of authentic pre-star nebulae.

In Table 1 we present several characteristics of
the galaxies, such as their Hubble type, mass, dis-
tance to the Milky Way and the optical radius R25

(the 25 mag arcsec−2 isophotal radius).
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TABLE 1

CHARACTERISTICS OF GALAXIES

Name Hubble Mass Dist. O/H(a) R25 Refs.

Type M⊙ (kpc) (kpc) R25
(b)

M31 SA(s)b 1.5E12 785 8.8 20.6 D14

MW SBbc 8.0E11 — 8.8 11.5 S-M18

M33 SA(s)cd 5.0E10 849 8.5 9.0 M07

NGC300 SA(s)d 3.5E10 1880 8.6 5.3 B09

(a)O/H is the abundance at R = 0, 12+log O/H, for H II regions.
(b)D14: Draine et al. (2014), M07: Magrini, Corbelli, & Galli (2007), B09: Bresolin et al. (2009), S-M18: Sánchez-
Menguiano et al. (2018).

2.1. M31

The well known M31 is the most massive spiral
galaxy in the Local Group. It is at a distance of
785 kpc from the Milky Way (McConnachie et al.
2005).

Chemical gradients calculated from the abun-
dances of H ii regions have been studied by several
authors, mostly based on abundances derived by
using strong-line methods because due to the high
metallicity in this galaxy, the auroral lines indica-
tive of electron temperature, such as [Oiii]λ4363 and
[Nii]λ5755, are faint and difficult to detect. The
largest sample analyzed in this way is the one by
Sanders et al. (2012), which included 192 H ii re-
gions. They reported an O abundance gradient of
about −0.0195 ± 0.0055 dex kpc−1, but found that
the slope depended on the choice of the strong-line

method used.
Zurita & Bresolin (2012) obtained abundances

based on the direct-method for 31 H ii regions con-
centrated at two galactocentric distances of 3.9 and
16.1 kpc. These authors discussed the O/H abun-
dance gradient finding a robust negative slope of
∆O/H / ∆R = −0.023 dex kpc−1, based on both
the direct-method and the strong-line method. This
value is similar to the values reported by other au-
thors, based on strong-line methods (Zaritsky, Ken-
nicutt, & Huchra 1994; Sanders et al. 2012).

Interestingly, Zurita & Bresolin (2012) found that
O abundances determined with the direct-method for
their H ii regions are lower, by about 0.3 dex, than
the values determined with the strong-line methods
and the values derived for supergiant stars, at any
galactocentric distance. The authors attribute this
discrepancy to a bias in their sample, which would
not be representative of the mean H ii region popula-
tion (because only high-temperature, and thus low-
metallicity regions could be detected in their search),

and to the probable depletion of O in dust grains.
The abundance data for H ii regions used in this
work, are taken from Zurita & Bresolin (2012).

Data for PNe were collected from the articles by
Kwitter et al. (2012); Sanders et al. (2012); Balick
et al. (2013); and Fang et al. (2013, 2015). The use
of data from different authors can introduce unde-
sirable inhomogeneities. Therefore, in order to an-
alyze chemical abundances on a more homogeneous
system, physical conditions and ionic abundances of
PNe were recalculated by us from the extinction-
corrected line intensities published by the cited au-
thors. The IRAF 2.16 five level nebular modelling
package “stsdas.analysis.nebular”, with the tasks
temden and ionic, was employed to determine the
physical conditions and ionic abundances. For the
full sample the [O III] temperature was derived and
occasionally the [N II] temperature was available, but
all the ionic abundances were calculated with the
[O III] temperature (one-temperature zone model).
Total abundances were derived from the ionic abun-
dances by using the ionization correction factors
(ICFs) by Delgado-Inglada, Morisset, & Stasińska
(2014) which correct for the ions not seen. The re-
sults, although not too different from the ones pub-
lished by the cited authors, are now in a homoge-
neous system.

The PN distribution in this galaxy extends up to
R/R25 ≈ 5 (R ≥ 100 kpc) while data for the H ii

regions cover only up to R/R25 ≈ 1 (R ≈ 20 kpc).
The galactocentric distances used in the dia-

grams for the gradients were collected from the same
references used for the abundance ratios.

2.2. M33

M33 is the third most-massive spiral galaxy in
the Local Group. Its Hubble type is very late,
SA(s)cd, and its mass is much lower than the masses
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TABLE 2

LINEAR FITS FOR METALLICITY GRADIENTS IN M31, THE MILKY WAY, M33, AND NGC300

Oxygen Neon Argon

X0 err ∆X/∆R err X0 err ∆X/∆R err X0 err ∆X/∆R err

dex/kpc dex/kpc dex/kpc

M 31

All PNe 8.46 0.03 -0.001 0.001 8.01 0.04 -0.002 0.001 6.22 0.05 -0.002 0.001

Type I 8.43 0.03 -0.002 0.001 8.03 0.05 -0.004 0.002 6.31 0.09 -0.005 0.002

non-Type I 8.57 0.03 -0.003 0.001 8.01 0.06 0.000 0.001 6.17 0.07 -0.000 0.001

H ii reg. 8.76 0.10 -0.030 0.007 7.99 0.23 -0.036 0.016 6.38 0.18 -0.021 0.013

MW

All PNe 8.85 0.05 -0.024 0.003 8.20 0.03 -0.021 0.005 6.58 0.03 -0.018 0.015

Type I 8.75 0.05 -0.019 0.002 8.24 0.06 -0.026 0.014 6.60 0.02 -0.010 0.006

non-Type I 8.84 0.05 -0.022 0.003 8.20 0.05 -0.027 0.009 6.45 0.03 -0.018 0.006

H ii reg. 8.79 0.05 -0.040 0.005 8.21 0.04 -0.027 0.012 7.18 0.14 -0.071 0.029

M 33

All PNe 8.34 0.07 -0.038 0.016 7.70 0.06 -0.036 0.030 6.17 0.06 -0.031 0.014

Type I 8.52 0.34 -0.032 0.020 7.83 0.40 -0.039 0.050 6.31 0.25 -0.058 0.030

non Type I 8.34 0.15 -0.010 0.020 7.59 0.15 -0.024 0.015 6.01 0.11 -0.010 0.020

H ii reg. 8.48 0.03 -0.047 0.008 7.76 0.04 -0.043 0.010 6.34 0.04 -0.064 0.016

NGC 300

PNe 8.37 0.03 -0.030 0.011 7.65 0.03 -0.029 0.013 6.31 0.02 -0.051 0.014

H ii reg. 8.57 0.03 -0.077 0.008 7.71 0.05 -0.065 0.016 6.33 0.04 -0.104 0.017

of the Milky Way and M31, by factors of 16 and
30 respectively. It is located at 849 kpc from the
Milky Way and appears almost face-on. The cen-
tral metallicity in M33 as given by H ii regions,
12 + logO/H = 8.5, is lower than that of the bigger
spirals, and it is even lower than that of NGC300
(see Table 2).

Gradients from PN abundances were given by
Magrini, Stanghellini, & Villaver (2009) and
Bresolin et al. (2010) who found that the slopes were
equal to the ones of H ii regions, or flatter.

For this galaxy, PN data were collected from
Bresolin et al. (2010) and Magrini et al. (2010), and
H ii region data from Magrini et al. (2010). The
distributions of H ii regions and PNe extend up to
R/R25 ≃ 1 (R ≈ 9 kpc). As said in the Introduc-
tion, in the sample of PNe we excluded those objects
showing [Oiii]λ5007/Hβ intensity ratios smaller than
3 and, consistently, for the H ii regions we excluded
the objects showing ratios larger than 3. This is to
avoid contamination by compact H ii regions in the
PN sample, and to avoid contamination by super-

nova remnants, W-R nebulae and other highly ex-
cited objects in the H ii region sample. Our diagrams
then contain only genuine PNe and H ii regions.

The galactocentric distances employed to build
the gradient diagrams were calculated by us, accord-
ing to the procedure described by Cioni (2009).

2.3. NGC300

The almost face-on spiral NGC300 is the least
massive galaxy of the sample studied here and the
only one outside the Local Group. Also, it has the
latest Hubble type, SA(s)d. It is similar to M33 in
several aspects. Several authors have studied the
H ii regions. Bresolin et al. (2009) were the first
to determine the oxygen abundance gradient based
on direct-method abundance determinations. They
found ∆O/∆R = −0.077 dex kpc−1 with a central
abundance of 12+log O/H ≃ 8.57.

Stasińska et al. (2013) analyzed the chemical gra-
dients provided by H ii region and PN abundances
finding that gradients of PNe appear flatter than
those of H ii regions.
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In this work we have re-analyzed the PN data
presented by Stasińska et al. (2013), to compare
the case of NGC300 with the other galaxies of the
sample. The abundances presented by Stasińska
et al. (2013) were derived by adopting the ICFs pro-
posed by Kingsburgh & Barlow (1994), and in this
work we have used the more recent ICFs presented
by Delgado-Inglada, Morisset, & Stasińska (2014).
With these new ICFs we found that our O/H values
were equal to the Stasińska et al. (2013) ones, with
differences of less than 0.03 dex, our Ne/H values
show differences, on average, of less than 0.05 dex,
while our Ar/H values show differences of 0.07 dex
on average. Data for H ii regions are from Bresolin
et al. (2009).

In this galaxy PNe and H ii regions have been
found up to R/R25 ≃ 1 (R ≈ 5 kpc). Galactocentric
distances were collected from the same authors as
the abundances.

2.4. Milky Way

Metallicity gradients have been widely studied in
the MW by means of H ii regions, PNe, Cepheid
stars, stellar clusters and other objects; see e.g.,
Deharveng et al. (2000); Maciel, Costa, & Ushida
(2003); Henry et al. (2010); Stanghellini & Haywood
(2018, 2010); Esteban et al. (2017); the compilation
by Mollá et al. (2019), etc. The reported results for
PNe have been contradictory. It has been claimed
that the PN gradients coincide with those of H ii

regions or that the PN gradients are shallower, that
gradients have flattened (or steepened) with time, or
that the gradient changes slope at certain distance
from the galactic center. One of the main problem
in these determinations is the large uncertainties in
the distances to PNe.

Determining the distance to galactic PNe is a dif-
ficult task. The trigonometric parallax method is
available only for a handful of nearby objects. Even
the parallaxes measured by GAIA are limited to dis-
tances of a few kpc around the Solar System, and
in GAIA Data Release 2 less than a hundred PNe
have confidently measured parallaxes (Kimeswenger
& Barŕıa 2018). Therefore, the distances for a large
sample of PNe are based on model-dependent sta-
tistical methods which, on occasion, lead to differ-
ent results. At present, the most used distance
scales are those proposed by Stanghellini & Hay-
wood (2010), hereafter S10, and by Frew, Parker,
& Bojic̆ić (2016), hereafter F16. The latter authors
established a robust optical statistical distance indi-
cator, the Hα surface brightness vs. radius (SHα-r)
indicator, where the intrinsic radius is calculated by

using the angular size, the integrated Hα flux, and
the reddening to the PNe. This radius, combined
with the angular size, yields directly the distance.
On the other hand, S10 determine statistical dis-
tances based on apparent diameters and 5 Ghz fluxes
of PNe. A comparison of both distance scales are
presented below.

In this work we used the PN chemical abun-
dances reported by Henry, Kwitter, & Balick
(2004), Milingo et al. (2010), and Henry et al.
(2010). These authors belong to the same
group; therefore, all physical conditions were cal-
culated with the same method, and total chemi-
cal abundances were obtained using the ICFs de-
scribed in Kwitter & Henry (2001). The Galac-
tic sample consists of 156 PNe covering galactocen-
tric distances in the range 0.21 kpc≤R≤ 22.73 kpc
(0.02≤R/R25 ≤ 1.97). More than 40 of these PNe
lie at distances larger than the solar galactocentric
distance and are crucial for the gradient determina-
tion.

Oxygen abundances for H ii regions were taken
from Esteban et al. (2017), while neon and argon
abundances were collected from Garćıa-Rojas et al.
(2004), Garćıa-Rojas et al. (2005), Garćıa-Rojas
et al. (2006), Garćıa-Rojas et al. (2007), Esteban
et al. (2004), Esteban et al. (2013), and Fernández-
Mart́ın et al. (2017). As said above, the use of data
processed by different authors can introduce some in-
homonogeneities and uncertainties in the Ne and Ar
gradients of H ii regions, that should be considered
carefully.

In Figure 6 we present the comparison of the
metallicity gradients of oxygen, argon and neon for
the Galactic H ii regions and the PN sample. This
figure will be discussed in detail in § 3.4, Here we
want to show that for the case of PNe we are using
the distances by F16 and S10 for a comparison. As
seen in this figure the oxygen, neon, and argon abun-
dances show a very large dispersion at all galactocen-
tric distances, but the linear regressions for PNe are
similar for both distance indicators. Therefore in the
following F16 distances will be used as an indepen-
dent way to compare with other works.

3. ABUNDANCE GRADIENTS

Abundance gradients for the different elements
and the different galaxies were calculated by fitting a
straight line to the abundances versus the fractional
galactocentric distance R/R25 and also versus the
distance R (kpc). For each elemental abundance we
computed one fit for PNe and one for H ii regions.
Gradients are shown in the respective figures. In
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Fig. 1. Radial metallicity gradients of O (top), Ne (center) and Ar (bottom) for M31, are presented. Black circles
represent PNe and red squares, H ii regions. Black dashed lines correspond to the linear fit for PN data and dashed-
dotted red lines correspond to the linear fits for H ii regions. The color figure can be viewed online.

Table 2 a compendium of the abundance gradients
versus galactocentric distance R (kpc) is listed. For
each fit the table gives the values of the intercept,
X0, and the slope, calculated by the equation:

Y = X0 +∆X/∆R×R (kpc).

Errors have been calculated at 1 sigma. The errors
in the gradients of Ne and Ar are much larger than in
O, due to the large dispersion of the abundances at
any galactocentric distance, and to the uncertainties
in the abundance determination, because large ICFs
are used for these elements.

3.1. M31

In Figure 1 the radial gradients for O/H, Ne/H
and Ar/H, for PN and H ii region abundances are
plotted vs. R/R25. The gradients vs. R (kpc) are
presented in Table 2.

A linear fit to the gradients is included in each
case. The abundances of elements in PNe present a

large dispersion at any given galactocentric distance,
but in particular in the central zone. It is worth to
notice that there are some PNe in the central region
with very low O/H abundance, which do not have
Ne/H or Ar/H abundance determinations. H ii re-
gions also show a large dispersion in the elemental
abundances at any galactocentric distance (Zurita &
Bresolin 2012; Sanders et al. 2012).
For the case of O in H ii regions, we obtain:

12+ log(O/H)=(8.76± 0.10)− (0.679± 0.153)R/R25

or equivalently

12+log(O/H) = (8.76±0.10)−(0.030±0.007)R (kpc).

The O gradient found is equal, within the uncertain-
ties, to the one derived by Zurita & Bresolin (2012).
For Ne, we find

12+log(Ne/H)=(7.99±0.23)−(0.036±0.016)R (kpc),
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Fig. 2. Radial metallicity gradients for different Peimbert Type PNe in M31. The data for Type I PNe are shown as
red triangles, the data for non-Type I PNe as blue crosses. The color figure can be viewed online.

and for Ar, we find

12+log(Ar/H)=(6.38±0.018)−(0.021±0.013)R (kpc).

In all the cases, the errors correspond to 1 sigma.
PN abundances seem unrelated to the galac-

tocentric distance; the PN gradients are really
flat, showing slopes of −0.001 ± 0.001 dex kpc−1

for O, −0.002 ± 0.001 dex kpc−1 for Ne, and
−0.002± 0.001 dex kpc−1 for Ar, which considering
the errors are consistent with 0. This indicates that
at large galactocentric distances PNe present on av-
erage the same O/H abundances as the central zones;
the same is true for Ar and Ne.

The O/H value at the intercept for H ii regions,
12+log O/H = 8.76±0.10, seems slightly larger than
the value for PNe, 12+log O/H = 8.46±0.03, while
the Ne/H and Ar/H central values are similar for
H ii regions and PNe, within uncertainties. How-
ever, due to the negative gradients for H ii regions,
at large distances (R ≤ R25,) the O/H, Ne/H and
Ar/H abundances in PNe are always larger than the
abundances in H ii regions.

The larger value of O at the intercept for H ii

regions seems to be an artifact due to the limited
sample of Zurita & Bresolin (2012), which moreover
presents large uncertainties. In addition, there are

a large number of PNe with low O abundances in
the central zone, with no Ne and Ar measurements,
that could be contributing to the low O/H central
value for PNe. In this zone a very large dispersion is
observed.

In the central zone the value at R = 0 of
logNe/O=−0.77 for H ii regions is about solar
and excludes the possibility indicated by Zurita &
Bresolin (2012) of a large O depletion in dust grains.
On the other hand, Ne in H ii regions is similar
to Ne in PNe in the central zone. Relative to
Ar, log Ar/O (H ii) = −2.38 and log Ar/O (PNe) =
−2.24 which correspond well with the solar or Orion
values.

In Figure 2 we show the abundance gradients for
PNe separated by Peimbert types. Peimbert (1978)
called Type I those PNe with a N/O abundance ratio
larger than 0.5 and a He/H abundance ratio larger
than 0.14. This group includes the PNe with central
stars with initial masses larger than about 3.0 M⊙

and therefore they are the youngest objects among
PNe. They have enriched their nitrogen abundances
by nucleosynthesis processes, such as CNO and hot-
bottom-burning (HBB) and the newly formed N has
been transported to the surface in different dredge-
up events. In the Galaxy, Type I PNe belong to the
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Fig. 3. Radial metallicity gradients in M33. Symbols are as in Figure 1. The color figure can be viewed online.

thin disk and their ages are about 1 Gyr. Non-Type I
PNe include the Peimbert Types II and III, which are
classified based on their radial velocity, being smaller
or larger than 60 km s−1, and are located in the
thick disk. They correspond to older objects with
initial masses smaller than 2 M⊙, where no large N-
enrichment is present. Their ages are between 2 to
8 Gyr.

Thus our Figure 2 represents an effort to deter-
mine the behavior of the abundance gradient over
time. It is evident that although the gradients are
very flat and the uncertainties are large, Type I
PNe show slightly steeper gradients for the three el-
ements: O, Ne and Ar. Additionally, Type I PNe
seem to be O-poorer than non-Type I, possibly show-
ing the effect of CNO and HBB processes which op-
erates in these massive stars. This phenomenon will
be discussed in more detail in § 4.1.

It should be mentioned here that the value of
the N/O abundance ratio, used to define a Peimbert
Type I PN is slightly dependent on the metallicity.

The N/O ratio defined by Peimbert (1978) applies
to the metallicities of the Milky Way and M31, and
should be slightly lower for M33 and NGC300, but
the difference is not important for this work and the
results are not much affected.

We will discuss the results for M31 in sections
ahead, together with the results for the other galax-
ies.

3.2. M33

Metallicity gradients for H ii regions and PNe in
M33 are presented in Figures 3 and 4. In the latter
one, PNe are separated into Peimbert Type I and
non-Type I objects. Differently to what happens in
M31, in this galaxy O, Ne and Ar abundances of PNe
and H ii regions are similar, within uncertainties, at
any galactocentric distance.

For PNe the straight-line fit of the gradients gives
12+log O/H = (8.34±0.07) −(0.038±0.016) R (kpc)
and for H ii regions, 12+log O/H=(8.48±0.03) −

(0.047 ± 0.008) R (kpc). That is, the slope for PNe
seems shallower than the slope for H ii regions, by
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Fig. 4. Radial metallicity gradients for PNe of different Peimbert Type in M33. In red the data for Type I PNe are
shown and in blue, the data for non-Type I PNe. The color figure can be viewed online.

about 30% for O and by larger factors for Ne and Ar,
but the uncertainties are large making these results
inconclusive. However, we consider them indicative
of shallower PN gradients.

In Figure 4, the gradients of PNe with different
Peimbert Types are shown. There are only a few
Type I PNe in the sample (about 20%) and the un-
certainties are very large. However, the central val-
ues can be considered to be equal, within errors, for
both PN types. Despite the uncertainties, slightly
steeper gradients are apparent for Type I PNe, while
the gradients for non-Type I PNe are flatter. The
slopes shown by Type I PNe are more similar to
those of H ii regions. The huge uncertainties in these
results make them inconclusive, but only indicative.
We consider them reliable because M33 shows re-
sults similar to M31 and NGC300.

3.3. NGC300

PN data in this galaxy were analyzed by
Stasińska et al. (2013), where O, Ne, S and Ar
abundance gradients were presented. These authors
found that the formal O/H, NeH and Ar/H abun-
dance slopes for PNe are shallower than those of
H ii regions and attributed this to a steepening of

the metallicity gradients during the last Gyr. The
O/H central value of PNe is smaller by 0.15 dex
than the central value of H ii regions. Ne/H and
Ar/H, on the other hand, present the same central
abundances for PNe and H ii regions, and almost flat
gradients, although affected by large dispersion at
any galactocentric distance. According to Stasińska
et al. (2013), due to the difference in the O/H value
at R = 0, O abundances in PNe could be affected by
nucleosynthesis of their central stars.

Our analysis of these data, calculated with the
ICFs by Delgado-Inglada, Morisset, & Stasińska
(2014), shows similar results, presented in Figure 5.
O, Ne and Ar metallicity gradients for PNe in
NGC300 are flatter than the values for H ii regions.
Their ∆X/∆R values are about half the values found
for H II regions, in very good agreement with the
results of Stasińska et al. (2013). In the central
zone, H ii regions show 12+log O/H = 8.57±0.03, log
Ne/O = −0.86±0.008 and log Ar/O= −2.20±0.07.
These abundance ratios are similar to the solar or
Orion values, while PNe show values 12+log O/H=
8.37±0.03, log Ne/O =−0.73±0.06, and log Ar/O =
−2.06±0.05, also similar to the solar and Orion val-
ues but with an apparent O decrease by 0.2 dex,
relative to the O of H ii regions, as already indicated
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Fig. 5. Radial metallicity gradients in NGC 300. Symbols are as in Figure 1. The color figure can be viewed online.

by Stasińska et al. (2013). This will be discussed in
§4. The central values of Ne/H and Ar/H are similar
for PNe and H ii regions.

In this case, an analysis discriminating between
the Peimbert Type PNe is not possible, because
there are very few Type I PNe in the sample.

3.4. The Milky Way

Metallicity gradients have been widely studied in
the MW by means of many kind of objects. See
references in §2.4.

Henry et al. (2010), using distances by Cahn,
Kaler, & Stanghellini (1992) derived an O gradi-
ent for PNe of −0.058 ± 0.006 dex kpc−1, which
changes to −0.042±0.004 dex kpc−1 if the dis-
tances by Stanghellini, Shaw, & Villaver (2015) are
used. Henry et al. (2010) suggested that the gra-
dient steepens beyond a galactocentric distance of
10 kpc. In a recent work, Stanghellini & Haywood
(2018), using distances given by S10, reported that
out to R/R25 ≃ 2.4 (R ≈ 28 kpc) the radial gra-

dient of oxygen for PNe is shallow, with a slope
of ≈ −0.02 dex kpc−1 and a central abundance of
12+log(O/H)≃ 8.68. These authors suggest that the
gradient changes with R in the sense that the signif-
icant slope is limited to R between 10 and 13.5 kpc,
and outside this range the gradient is almost flat.

We analyzed the gradients derived from the data
for PNe and H ii regions mentioned in §2.4. PN
abundances were calculated by us in a homogeneous
way. The results are presented in Figures 6 and 7.
In the latter figure the data have been binned in dis-
tance taking bins of 1 kpc, for clarity. The distances
by F16 are used for PNe.

Clearly, PN gradients are flatter that those of
H ii regions. ∆X/∆R is about twice larger for H ii

regions (see Figure 7 and Table 2). The binning of
data with distances introduced an artifact in Fig-
ure 7 in the sense that the O and Ne abundances for
PNe seem larger than the values for H ii regions at
R = 0. But this does not occur in Figure 6, where the
original data, not binned, were used. In these graphs
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Fig. 6. Radial metallicity gradients of O, Ne and Ar, in the Milky Way. Open blue circles and black triangles are PNe
with distances from Frew et al. (2016) and Stanghellini & Haywood (2010) respectively. The dotted-dashed line is the
linear fit for F16 distances and the solid line that for Stanghellini & Haywood distances. The green dashed line is the
linear fit for H ii regions by Esteban et al. (2016). The color figure can be viewed online.

it is observed that the O and Ne values at the cen-
tral zones coincide for PNe and H ii regions, within
uncertainties, while the Ar/H abundance is lower in
PNe by 0.7 dex. However, due to the shallower gradi-
ents for PNe, at galactocentric distances larger than
a few kpc the average abundances of PNe are larger
than those of H ii regions, similarly to what happens
in M31 and NGC300. This can explain in part the
results by Rodŕıguez & Delgado-Inglada (2011), who
found that in the solar vicinity, PNe appear richer
than H ii regions.

The gradients derived for PNe of different Peim-
bert types are shown in Figure 8. In this case, gradi-
ents of Type I and non-Type I PNe are equal within
uncertainties. A possible change in the slope, at
R≈ 14 kpc, is appreciated, which will be discussed
in the next section.

We used the known GAIA distances of PNe to
analyze the gradient for PNe. Using the same set

of abundances as for the MW, we searched for those
PNe that have calculated parallaxes in GAIA Data
Release 2 (GAIA DR2). We did not take into ac-
count those objects with negative parallax and those
with errors in parallax (dp/p) larger than 0.4. We
found 22 PNe meeting these requirements. No gradi-
ent was found in this interval for the three analyzed
elements, because GAIA galactocentric distances are
limited from 6 to 10 kpc, and this interval is too short
to show any gradient, due to the large dispersion in
abundances.

4. RESULTS AND DISCUSSION

The radial gradients of the elements O, Ne and Ar
are analyzed for homogeneous samples of PNe and
H ii regions in four disk galaxies of different Hub-
ble type, different masses and different metallicities,
M31, M33, NGC300 and the Milky Way. A com-
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Fig. 7. Radial metallicity gradients. The black circles correspond to PNe with F16 distances in bins of 1 kpc. Solid
lines are the fits for PNe and dashed lines those for H ii regions. The top panel shows the radial gradient for O, the
center panel the gradient for Ne, and the bottom the gradient for Ar. The color figure can be viewed online.

pendium of our results, with all the linear fits and
slopes ∆X/∆R in dex kpc−1, is presented in Table 2.
In the following we discuss the results.

4.1. M31

Our work extends the PN sample, including ob-
jects from 2 kpc up to a distance larger than 100 kpc
(0.2 – 5 R25). In this interval the abundance gradi-
ents for PNe are flat, consistent with a slope of zero.
The average abundances of PNe are the same at all
galactocentric distances, showing a very large disper-
sion.

On the other hand the gradients for H ii re-
gions are always negative, with values −0.030 ±

0.010 dex kpc−1 for O, −0.036 ± 0.016 dex kpc−1

for Ne and −0.021± 0.013 dex kpc−1 for Ar. These
slopes are much shallower than the slopes in the
other three galaxies. The very flat gradients found
in M31 could indicate, according to Sánchez et al.
(2014), that M31 has been perturbed by interactions

or merging. It is clear that these phenomena have
had an important role in the formation and growth
of M31, a galaxy that shows numerous stellar sub-
structures in its outskirts (McConnachie et al. 2009,
and references therein).

At the central position PNe appear to have an
average O/H abundance slightly lower than the av-
erage of H ii regions, but similar Ne/H and Ar/H
abundances. This could be due to the presence of
several PNe with very low O abundance (and not
known Ne and Ar) in the central region, as it was
explained in § 3.1

Similarly to our work, Sanders et al. (2012) and
Magrini et al. (2016) reported that the O/H gradient
from PN abundances is flat in M31. Sanders et al.
(2012) in particular, from the analysis of O abun-
dances of 52 PNe derived with the direct-method and
located at galactocentric distances from 5 to 25 kpc
(0.2 to 1.2 R25), found no relation between PN abun-
dances and their galactocentric distances. The same
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Fig. 8. The PNe of the MW with distances binned as in Figure 7. Red diamonds represent Type I PNe and blue stars
non-Type I PNe. Solid lines show the linear fits for Type I SNe, the dotted lines those for non-Type I SNe. The color
figure can be viewed online.

PN sample was re-analyzed by Magrini et al. (2016),
who reported that radial migration plays an impor-
tant role in PNe of M31, which possibly explains the
extreme flatness of PNe gradients, since PNe may
have migrated far from their place of origin.

When the sample is divided into Peimbert
Type I PNe (young objects) and non-Type I PNe
(older objects), we found that the young objects
show a steeper gradient, although still very flat (Fig-
ure 2). Due to their youth (ages lower than about
1 Gyr), Type I PNe have had less time to migrate
from their birth places. Thus they might be show-
ing the gradient at about 1 Gyr ago, but considering
that these gradients are very flat (compared to those
of H ii regions) migration could have been an impor-
tant role for these young PNe too.

It is important to mention that the results found
for M31 corroborate models of galactic chemical evo-
lution, which besides including the star formation
rate, gas infall rate accross the disk, inflows and

outflows of gas, stellar evolution and yields, among
other processes, also include radial redistribution of
stars (stellar migration). Models by Ruiz-Lara et al.
(2017) predict that radial redistribution and accre-
tion increase the metallicity dispersion, and flat-
ten the age and metallicity profiles of galaxies; the
greater the efficiency of the redistribution, the larger
the flattening effect and, as a consequence, a steeper
metallicity gradient should be expected at the birth
of the objects. Type I PNe being closer to their birth
places, they show steeper gradients.

Peimbert Type I PNe present slightly lower O
abundances than non-Type I’s, while the Ne and Ar
abundances are similar. This can be due to nucle-
osynthesis, because CNO and HBB processes are ex-
pected to occur in these more massive central stars,
modifying their initial O abundance. Such an O de-
crease is predicted by recent sophisticated evolution-
ary stellar models for low-intermediate mass stars
of the MW, computed at different metallicities, by
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Ventura et al. (2017). Using the sequence of models
with z ≈ 0.014 (solar metallicity) it is found that
stars with masses larger than 3 M⊙ decrease their
O/H abundance by up to 0.2 dex at the end of their
evolution, while stars of lower masses do not modify
their original O/H. This is the effect we are finding
in the comparison of Type I and non-Type I PNe in
M31.

4.2. M33

For M33, a late Hubble-type galaxy, the results
are presented in Figures 3 and 4. In this case O, Ne
and Ar in PNe show central values similar to those
of H ii regions. Therefore there was no important
enrichment of the ISM since the time of formation of
these PNe. Similarly, the O abundance gradients of
PNe and H ii regions are equal, within uncertainties,
but the Ne and Ar abundance slopes in PNe seem sig-
nificantly flatter, although the large dispersion and
large uncertainties make these results doubtful.

Due to the similarity of metallicity gradients
and the large dispersion, Magrini, Stanghellini, &
Villaver (2009) claimed that gradients are equal for
PNe and H ii regions. In a recent paper, Magrini
et al. (2016) analyzed the possible effects of radial
migration in M33 and concluded that it is not im-
portant. Also Bresolin et al. (2010) declared that
PNe and H ii regions have gradients equal within
uncertainties, but an analysis of their Table 8 shows
that the slopes of PNe are systematically flatter than
those of H ii regions, even when the uncertainties are
large.

It is interesting to notice that PNe in M33 do
not show O reduction compared to H ii regions, as
occurs in NGC300 (see next section), despite the
similar low metallicity of both galaxies. It seems
that the initial masses of the central stars in this
galaxy are not as large as in NGC300. Thus, they
are not affected by nucleosynthesis in the same way
as seen in NGC300. According to Ventura et al.
(2016) models, the initial masses should have been
not much larger than 2 M⊙.

Although the uncertainties are huge due to the
small number of objects, Type I PNe in M33 seem
to present slopes steeper than non-Type I PNe, and
more similar to the ones of H ii regions. Again these
results are very uncertain, but we consider them in-
dicative of a behavior similar to that of M31.

4.3. NGC300

For NGC300, the latest Hubble-type galaxy, with
a metallicity similar to M33, the abundance gradi-
ents of PNe are about twice smaller than the gra-
dients of H ii regions (see Figure 5). The gradients

presented by H ii regions are the largest (∆O/∆R =
−0.077± 0.008 dex kpc−1) of the whole galaxy sam-
ple.

The average O/H central abundance of PNe is
lower than the value of H ii regions by 0.2 dex, while
Ne and Ar have the same central values. Such an O
decrease, which does not occur for Ne and Ar, could
be the result of stellar nucleosynthesis and dregde-up
events. Stellar evolution models performed by Ven-
tura et al. (2016) for PNe in the SMC (which has a
metallicity similar to that of NGC300) predict a de-
crease of the initial O occurring in stars with masses
larger than 3 M⊙, due to HBB; simultaneously, a
large N-enrichment occurs. Such an N-enrichment is
observed for the PNe of NGC300 (Stasińska et al.
2013). Therefore, we conclude that the central stars
of PNe analyzed in this galaxy had, in general, large
initial masses; they are younger than 1–2 Gyr. This
is certainly due to a bias in the sample because only
the brightest objects were observed at the distance
of NGC300 (Peña et al. 2012).

The central values of Ne/H and Ar/H are similar
for PNe and H ii regions. Once again, this indicates
that PNe are young objects, which had initial abun-
dances similar to the present ISM.

An interesting fact is that at R/R25 larger than
0.6, the Ar/H abundances of PNe are definitely
larger than those of H ii regions, independently of
the large dispersion. This is also found for Ne, but
it is less marked. Since Ar it is not expected to
have been modified by stellar nucleosynthesis of the
central stars, this is indicating that radial migra-
tion should have been important for PNe (despite
their youth), and that PNe have changed their ini-
tial galactocentric distances, being churned in the
galaxy, although not at the level of migration found
in M31.

4.4. The Milky Way

The results for the MW are presented in Figures 6
and 7. The latter figure shows PNe data in distance
bins of 1 kpc. The PN sample covers a galacto-
centric distance interval 0.21 kpc ≤ R ≤ 22.73 kpc
(0.02 ≤ R/R25 ≤ 1.97). The gradient obtained for
O in PNe is −0.024 dex kpc−1, similar to the ones
derived for Ne and Ar. As occurs in M31, and
NGC300, PN gradients are flatter, by about a factor
of 2, than the gradients of H ii regions.

The gradients for Type I and non-Type I PNe are
shown in Figure 8. In this figure the slopes of both
kinds of nebulae seem indistinguishable. Our re-
sult is different from that reported by Stanghellini &
Haywood (2010) and Stanghellini & Haywood (2018)
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for their young and old PN samples, using the dis-
tances by S10. They claim that young PNe definitely
present a steeper gradient of −0.027 dex kpc−1 ver-
sus −0.015 dex kpc−1 for old PNe. We are not sure
if our different result is due to the different PN sam-
ples (a much larger sample from the literature, not
homogenized, was used by Stanghellini & Haywood)
or to the different distance scale used. In any case
we concur with them in that PN gradients are flatter
than those of H ii regions. Therefore, it appears than
PNe have moved from their birth places due to radial
migration and are showing flatter gradients. Alter-
natively, it is possible that the abundance gradients
were flatter several Gyr ago.

Although a linear fit to these gradients produces
acceptable results, it should be noticed that at dis-
tances larger than about 14 kpc, the observed abun-
dances (in particular O/H and Ar/H) decrease to a
value below the linear fit and continue flat outwards,
showing a break. Unfortunately, in our sample there
are few PNe there and this result is not conclusive.
A break at a distance R ≈13.5 kpc was reported by
Stanghellini & Haywood (2018) for the same sam-
ple of outer PNe. Following Halle et al. (2015) they
attributed this behavior to the effect of the galac-
tic bar, whose outer Lindblad resonance would be
located at about this distance according to N-body
simulations. It is crucial to observe a larger number
of PNe in the outskirts of the Galaxy to verify this
behavior.

It is interesting to compare the gradients
of H ii regions (−0.040 dex kpc−1) and PNe
(−0.024 dex kpc−1) with other gradients provided
by well measured indicators of different ages. Mollá
et al. (2019) prepared a compilation of gradients for
objects of different ages, computed by various au-
thors, in order to compare them with results from
their chemical evolution models. From this compila-
tion we selected the gradients calculated by Mollá
et al. for Cepheid stars, (which are young ob-
jects with ages of about 0.1 Gyr and show an O/H
gradient of −0.049 dex kpc−1) and open clusters
(OC) which span ages from 2 to more than 8 Gyr.
The O/H gradient for OC younger than 2 Gyr is
−0.030 dex kpc−1, and for ages between 2 and more
than 8 Gyr, it is −0.027 dex kpc−1. It is clear
that the gradients of H ii regions and Cepheid stars
are equal within uncertainties, indicating that in the
Galaxy the chemical gradients have not changed sig-
nificantly at least in the last 0.1 Gyr, while gradi-
ents of PNe (Type I’s and non-Type I’s) are equal to
those of OC older than 2 Gyr. Therefore for objects
of 2–8 Gyr the gradient is flatter (−0.027 dex kpc−1)

than those for Cepheids and H ii regions (−0.049 and
−0.040 dex kpc−1). PNe and OC certainly could
have been affected by migration, but not in as an ex-
treme way as in M31. Alternatively, PN and OC gra-
dients could correspond to the true gradients present
several Gyr ago.

Mollá et al. (2019) discussed the possible effects
of migration in the MW. By analyzing models by dif-
ferent authors, their conclusion was that radial mi-
gration seems not to be important for stars younger
than 4 Gyr. Only for objects older than 8 Gyr, ra-
dial migration may be important. Models by Mollá
et al. of the time evolution of chemical gradients in
the Milky Way (without considering migration, bar
or spiral arms) predict a very smooth evolution of the
radial gradient within the optical disk. Some mod-
els show a steepening of the gradient, from −0.02 to
−0.04 dex kpc−1 over a time of 10 Gyr. Therefore
the gradients shown by PNe and OC could be the
gradients at the time of formation of these objects,
not affected by migration.

5. CONCLUSIONS

From the analysis of abundance gradients of O,
Ne, and Ar in PNe and H ii regions in four galax-
ies, it is found that in NGC300 (a late Hubble-type
spiral of low metallicity) and the Milky Way, the
abundance gradients for PNe are flatter than those
of H ii regions, by factors of 2. This result is less
conclusive in the case of M33, but there also slightly
flatter gradients for PNe than for H ii regions are
found.

M31 represents an extreme case, where the PN
abundances are not related to the galactocentric dis-
tances and show the same values at any distance
from the center, up to more than a 100 kpc. Merging,
interactions with other galaxies and important radial
migration of PNe are the cause of this behavior. It
is worth to notice that considering H ii regions, M31
presents the shallowest gradients, which again is a
possible consequence of merging and interactions.

In the four galaxies analyzed here, there is a large
dispersion of the abundances at any galactocentric
distance, larger for PNe than for H ii regions. This
is possibly caused by migration. PNe could have
been churned in the galactic disk far from their birth
places; thus, their abundances do not correspond to
the place where they presently are. To understand
this it is important to analyze the abundances of
elements that have been not been modified by stel-
lar nucleosynthesis, like Ar, since O and Ne can be
modified depending on the metallicity and the stellar
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mass. However, Ar abundance determinations have
large uncertainties; therefore, the results based on
Ar only should be viewed with care.

Considering the PNe separated by Peimbert
types, M31 is a clear case where the gradients
seem to be steepening with time, since Type I PNe,
which correspond to the youngest objects, with ages
smaller than 1 Gyr, show steeper slopes than non-
Type I PNe, with ages between 2 to 9 Gyr. Type
I PN gradients are more similar to, but still much
flatter than, H ii region slopes. The gradients for
non-Type I PN are most probably altered by radial
migration which has moved the old PNe from their
initial position in the galaxy. Type I PNe, due to
their youth, have had less time to migrate from their
place of birth, but the flatness of their gradients also
indicates perturbations due to migration.

In the Milky Way, H ii region and PNe gradients
can be compared to the gradients of objects of similar
ages, such as Cepheid stars (younger than 0.1 Gyr)
and open clusters (ages between 2 and more than
8 Gyr). H ii regions and Cepheid stars show the
same O/H gradients, which indicates that the chem-
ical enrichment in the Galaxy has not increased in
the last few hundreds of Myr. On the other hand
PNe and open clusters (OC) show similar gradients,
flatter than those of Cepheids and H ii regions. This
could indicate that the gradients steepen slowly with
time (from −0.02 to −0.04 dex kpc−1 over several
Gyr). Alternatively, it could indicate that radial mi-
gration could have perturbed the slopes shown by
these relatively old disk objects. Chemical evolution
models for the Galaxy by Mollá et al. (2019) seem
to favor the first option.

In the Milky Way a break in the PN gra-
dient seems to exist, in the sense that inside
R ≈ 14 kpc there is a measurable gradient of about
−0.024 dex kpc−1 for all the three elements. Out-
side this galactocentric distance, PNe show a flat
slope. Stanghellini & Haywood (2018) reported the
same phenomenon, based on the same data for PNe
in the outskirts. However, there are only a handful
of objects observed in this zone, and a larger sam-
ple should be analyzed to confirm this break in the
abundance gradients.

In general, the central abundances of O, Ne and
Ar of PNe are similar to the central abundances
of H ii regions (the differences could be of about
0.2 dex), indicating that the central enrichment has
not been important since the time of birth of PNe,
and dust depletion of O in H ii regions is not large.
However, due to the flat gradients of PNe, at galac-
tocentric distance larger than about 0.5 R/R25, the

average abundances in PNe are larger than the av-
erage abundances in H ii regions.

We found that in PNe formed in low metallic-
ity environment (Z ≤ 0.004, like in NGC300), with
initial masses of about 3 M⊙ or larger, the oxygen
abundance could have been modified by stellar nu-
cleosynthesis and its value in the nebula does not
represent the initial value at the time of stellar for-
mation. This is not the case in higher metallicity en-
vironments, or for stars with smaller initial masses.
In the former case we suggest to use Ar as an element
that shows the initial abundance in the nebula, even
though Ar abundance determinations have large un-
certainties.

Our results are very useful for the computation
of chemical evolution models in these galaxies, since
the present ISM, represented by H ii regions, and the
older component, represented by PNe, can be used
to constrain the models. Non-Type I PNe are very
useful to study the effect of radial migration in disk
galaxies.
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Project 241732. S.N.F.-D. acknowledges a postdoc-
toral scholarship from project CONACyT 241732.
We acknowledge an anonymous referee for her/his
careful revision and comments that helped to im-
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Fang, X., Zhang, Y., Garćıa-Benito, R., Liu, X.-W., &
Yuan, H.-B. 2013, ApJ, 774, 138
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Fernández-Mart́ın, A., Pérez-Montero, E., Vı́lchez, J. M.,
& Mampaso, A. 2017, A&A, 597, A84

Flores-Durán, S. N., Peña, M., & Ruiz, M. T. 2017, A&A,
601, A147

Frew, D. J., Parker, Q. A., & Bojic̆ić, I. S. 2016, MNRAS,
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ABSTRACT

In this work, we explore the idea that substructures like stellar clusters could
be formed from the tidal stream produced in galactic minor mergers. We use
N -body and SPH simulations of satellite galaxies interacting with a larger galaxy.
We study the distribution of mass in streams to identify overdensity regions in which
a substructure could be formed. We find that without gas, no substructure forms
as none of the overdensities shows a definite morphology nor dynamical stability.
Including gas we find that several clumps appear and prove to be real long standing
physical structures (t ≥ 1 Gyr). We analyze the orbits, ages and masses of these
structures, finding their correspondence with the halo subsystems. We conclude
that it is possible to form cluster-like structures from the material in tidal streams
and find evidence in favour of the presence of dark matter in these systems.

RESUMEN

En este trabajo se explora si subestructuras como cúmulos estelares se pueden
formar del puente de marea producido durante una fusión menor. Usamos simu-
laciones de N -cuerpos y SPH de una galaxia satélite interactuando con su galaxia
anfitriona. Estudiamos la distribución de masa en los puentes para identificar sobre-
densidades en las que se podŕıan formar subestructuras. Encontramos que sin gas no
se da formación de subestructuras pues ninguna sobredensidad muestra morfoloǵıa
definida ni estabilidad dinámica. Incluyendo gas encontramos la formación de mu-
chos grumos, estructuras longevas f́ısicamente ligadas (t ≥ 1 Gyr). Analizamos las
órbitas, edades y masas de estas estructuras, y encontramos una correspondencia
con los subsistemas del halo. Concluimos que es posible formar estructuras como
cúmulos estelares del material disponible en los puentes de marea y encontramos
evidencia en favor de la presencia de materia oscura en esos sistemas.

Key Words: galaxies: evolution — galaxies: interactions — galaxies: star clusters:
general — globular clusters: general — methods: numerical — open
clusters and associations: general

1. INTRODUCTION

The galactic halo has plenty of astrophysical sys-
tems evolving under the interaction of the differ-
ent galactic components. These substructures have
diverse nature, dynamics and origins and together
constitute the building blocks of the ongoing galaxy
formation process. Among others, there are many
stellar subsystems, such as the open and globular

1FACom - Instituto de F́ısica, FCEN, Universidad de An-
tioquia (UdeA), Medelĺın, Colombia.

2Leibniz-Institut für Astrophysik Potsdam (AIP), Ger-
many.

3l’Institut de Physique Nucléaire de Lyon (IPNL), Univer-
sity of Lyon; Lyon, France.

clusters (Binney & Tremaine 2008), pure gaseous
ones, such as high velocity clouds (HVC) (Wakker
& van Woerden 1997) and combined gaseous and
stellar systems such as tidal streams and satellite
galaxies (Ibata et al. 2001).

Open and globular clusters are segregated by sev-
eral characteristics. Open clusters are considered
to be younger and metal richer than their globular
counterparts. In addition, open clusters are associ-
ated spatially with the galactic disc, while globulars
are mostly distributed spherically in the halo. This
segregation suggests that their formation processes
are diverse. On one hand, the formation of open clus-
ters is considered to be well understood as a result of

273
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the collapse and fragmentation of molecular clouds in
the galactic disk (Elmegreen & Efremov 1997). The
case of globular clusters exhibits a greater degree of
complexity because, actually, there are two subpopu-
lations of them. There is a metal poor globular clus-
ter population (MPGC) extended across the halo,
and a young, metal rich population (MRGC) (Car-
roll & Ostlie 2006). In addition, there are several
cases that do not fit very well in the two previous
subpopulations, as it is the case of the globular clus-
ter ω Centauri (henceforth ω Cen) mainly due to its
unusual size and metallicity dispersion (Harris 1999).
This variety suggests that even considering only the
globular clusters there are diverse formation mecha-
nisms.

Different models have been proposed to explain
the formation of the two subpopulations of globu-
lar clusters in the Galaxy. For the old MPGC sub-
population the widely accepted hypothesis is that
they come from primordial density fluctuations in
the density field at very high redshift, when the uni-
verse expanded and cooled to a temperature of about
4000 K and the baryonic density was approximately
104 atoms cm−3 (Reina-Campos et al. 2019). Under
these conditions, the only density fluctuations that
can grow with time have wavelength in excess of the
critical Jeans length of about 5 pc (Peebles & Dicke
1968).

For the young MRGC subpopulation, it appears
that there is not a single mechanism that can form all
existing MRGC in a given galaxy (Ashman & Zepf
1992; Bekki & Freeman 2003; Shapiro, et al. 2010).
One of the models suggests that a significant fraction
of the metal-rich subpopulation may have originated
in interacting galaxies, both minor and major merg-
ers (Ashman & Zepf 1992). Major mergers cause
several starburst episodes in the gaseous component
of each galaxy, and globular clusters can be formed in
regions with high gas density (Li et al. 2004). Minor
mergers may also contribute to the young population
with clusters formed within the small satellite galaxy
from the interaction with the larger galaxy (Zepf &
Ashman 1993). Also, the globular cluster system of
the minor galaxy would eventually be accreted by
the largest galaxy, also contributing to the MPGCs
subpopulation (Forbes & Bridges 2010). The mi-
nor merger scenario can be seen in the Magellanic
Clouds, where there is observational evidence of on-
going cluster formation and of an ancient cluster sys-
tem bound to the clouds (Harris 1998; Georgiev et
al. 2010). It was further suggested that the very cen-
tral region of a satellite galaxy could form a globular
cluster as the bound structure surviving the effects of

the tidal stripping induced by its host galaxy (Bekki
& Chiba 2002).

Moreover, recent observational evidence that sug-
gests that several (if not all) GCs contain various
stellar populations has come to light. For example,
many GC stars have the same amount of Fe (and
other heavy elements) inside a specific radius, but a
wide variation in light elemental abundance (Li-Al)
on a star-to-star basis (Conroy et al. 2011). Norris
& Kannapan (2011) in a crucial study on this prob-
lem showed that some ultra-compact dwarf galax-
ies have color magnitude diagrams indistinguishable
from those of GCs and the nuclei of dwarf galaxies.
Bekki & Freeman (2003) found that the multiple stel-
lar populations of ω Cen can be explained in terms of
a nucleated dwarf galaxy scenario: the tidal field of
the host galaxy induces gas inflow towards the cen-
ter of the cluster progenitor, triggering multiple star
bursts that lead to chemical enrichment. Other GC
candidates that are thought to have formed in os-
tensibly dark matter potential wells deep enough to
retain self-enriched Fe produced by supernovae Ia ex-
plosions include M22, NGC 1851 and Andromeda’s
G1. The evidence showing chemical complexity of
the cluster stellar populations suggests that the clas-
sical picture of all GC’s belonging to a single mono-
lithic population should be reevaluated.

Similarly, HVCs appear to be the result of two
possible mechanisms: One is the return to the disc of
gas and dust expelled via supernovae events and the
other is the infall of gas and dust from stripped sub-
systems, such as globular clusters or satellite galax-
ies (Wakker & van Woerden 1997).

A combination of both processes is necessary to
explain the current distribution of high and interme-
diate velocity clouds. For example, from hydrody-
namical simulations it is concluded that most mas-
sive HVC, such as the well known Complex C, were
originated from ejection of material from the Milky
Way’s disc (Fraternali et al. 2015); but the velocity
dispersion, the metallicity, sizes and masses of the
smallest clouds are consistent with an extragalactic
origin (Blitz et al. 1999; Binney et al. 2009).

As a result of the tidal disruption of the Galaxy
subsystems, the so-called tidal streams are origi-
nated. They are composed in most cases by stars
and gas (Belokurov et al. 2006), like the Magellanic
Stream, where recent observations have confirmed
the presence of a young open star cluster most likely
formed in the stream (Price-Whelan et al. 2018).
Remarkably, all the streams observed in the Milky
Way galaxy are clearly inhomogeneous and exhibit
overdensities (Küpper et al. 2012). These overdensi-
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ties evolve in the galactic potential as well, undergo-
ing different processes that could eventually trans-
form them into self gravitating systems like clus-
ters. The main purpose of this work is to deter-
mine through N−body simulations of galaxy mi-
nor mergers if the overdensities in the tidal streams
could really meet the conditions to be considered
self-gravitating substructures. In a future work, we
will investigate under what conditions the evolution
of such substructures could lead to the formation of
real astrophysical systems, such as globular clusters
and high velocity clouds.

This paper is organised as follows: In § 2 we de-
scribe the setup of the N−body simulations, from
the determination of the satellite galaxy initial po-
sition to the structure of the host galaxy passing
through the astrophysical characteristics of the satel-
lite. In § 3 we describe the analysis performed to the
simulation outputs in order to search and charac-
terise the overdensities. In § 4 we present our results.
We finally discuss them and present the conclusions
in § 5.

2. NUMERICAL PROCEDURES

The numerical setup of the N− body simulations
used in this work comprises two stages. In the first
stage the galaxies are generated in isolation. In this
case, we generate a host disc galaxy and a spheroidal
satellite galaxy, both with and without gas. We use
these galaxy models to explore different merger con-
figurations. In the following sections we describe in
detail each part of the procedure.

We used the code Gadget2 to run all our
simulations (details of the code can be found in
Springel 2005). Gadget2 is a general purpose code
to study the evolution of collisionless gravitational
systems. Collisionless particles representing stars
and dark matter evolve only under gravity using
a tree method. To follow the evolution of gas
an entropy based smoothed particle hydrodynam-
ics (SPH) scheme (Springel & Hernquist 2002) is
used with adaptive smoothing lengths, allowing con-
servation of energy and entropy in adiabatic re-
gions. A synchronization scheme within the inte-
gration scheme is used; this is a quasi-symplectic
KDK leap-frog with adaptive individual time-steps.
The code uses a parallelization algorithm based on
a space-filling curve to achieve high flexibility with
high accuracy in tree force estimation.

2.1. Initial Conditions

2.1.1. Isolated Galaxies

The host galaxy in this work consists of a disk
galaxy composed of a stellar disk and a dark matter

halo. Neither gas in the disk nor a central spheroid
are included in the model. The satellite galaxy is
modelled as a spherical galaxy with a collisionless
spheroid hosting a gaseous sphere in hidrostatic equi-
librium. Initial conditions are computed using mo-
ments of the collisionless Boltzmann equation (Hern-
quist 1993; Springel et al. 2004). The dark matter
halo of both galaxies follows a Hernquist density pro-
file with scale length parameter adjusted to fit the
shape of the NFW density profile, as done in Springel
(2005).

Masses for the galaxies are taken from the
CLUES simulations (Gottloeber et al. 2010; Forero-
Romero et al. 2011). The mass of the dark matter
halo hosting the disk galaxy is 7.9×1011h−1M⊙ with
a concentration parameter of c = 4.15. The satel-
lite galaxy has a total mass of 3.2 × 1010h−1M⊙,
and c = 4.26. Since it is not reasonable to simu-
late the formation of globular clusters observed to-
day using properties of current host galaxies, the
masses and properties of these two progenitor galax-
ies are related to the properties of the Milky Way
galaxy and one of its satellites at z = 2, as ob-
served from the constrained simulations made by
CLUES. Galaxy disk structure (disk scale length,
etc.) is modelled using the prescription of Mo et
al. (1998), from which the scale parameters of the
disk are rd = 1.53 kpc and z0 = 0.31 kpc.

The host galaxy has a stellar disk with a mass
of 3.3 × 109h−1M⊙, where we have used Moster et
al. (2001) to estimate the total stellar mass for the
given dark matter halo at z = 2 and assumed that
all the stellar mass is deposited in the disk. Since
we are not interested in the evolution of the gas in
the disk of the host galaxy and we assume it does
not have a dominant effect on the dynamics of the
merger, we do not include a gaseous component in
this galaxy.

The satellite galaxy is composed of collisionless
particles representing dark matter or stars, and has
also a gaseous component. Initially, the gas follows
a density profile similar to the profile of the dark
matter halo in hydrostatic equilibrium. Hydrostatic
equilibrium is guaranteed through a gas temperature
computed as Mastropietro et al. (2005)

T (r) =
mp

kBρg(r)

∫ ∞

r

ρ(r)
GM(r)

r2
dr, (1)

where mp is the proton mass, kB is the Boltzmann
constant and ρg(r) is the gas mass density. In order
to provide a favorable scenario for the formation of
clusters from the material deposited in the stream,
the total gas mass of the satellite has been chosen to
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Fig. 1. Convergence of the density profiles of the host
(top) and satellite (bottom) dark matter halos under nu-
merical relaxation. The galaxies were evolved in isolation
for 1 Gyr. The color figure can be viewed online.

be ≈ 16% of its total mass, providing the scenario
for a gas rich merger. Although arbitrary, the gas
fraction is in no way larger than the cosmological
baryon fraction in a dark matter halo (Lin, et al.
2008). We could have included a disk of cold gas in
the satellite; however, this would have implied a new
degree of freedom in our simulations (see next sec-
tion). Since the direction of the disk may affect the
formation of a stream and the formation of potential
candidates to GCs in our simulations, we decided to
adopt a simpler spherical distribution looking for a
solution general enough to study the formation of po-
tential GCs in our simulations. We claim that if any
structures are formed with this setup, for sure they
can be formed in more favorable conditions where a
disk provides cold gas to the stream.

All galaxies are simulated in isolation after the
generation of initial conditions in order to allow for
numerical relaxation of the initial conditions. Fig-
ure 1 shows, for the dark matter halos, the conver-
gence of the profiles from the initial conditions to the
final relaxed density profiles. Note that the mass dis-
tribution only changes in the very inner region, and
that after the first 1 Gyr the profile is relaxed. Also,
the satellite galaxy reaches relaxation basically very
close to the beginning. This check is relevant since it
is important to make sure that there is no numerical
artificial evolution on the density distribution of the
galaxies, since in this way we can ensure that any
change in the mass distribution of the system dur-
ing the merger is due to the dynamics of the merger
and is not spurious numerical noise or an instability
originated from the initial conditions.

Fig. 2. Circularity distribution for the infalling satellites
at different redshifts. The small vertical line indicates
the average circularity at z = 2. The color figure can be
viewed online.

2.1.2. Merger Configuration

The mergers we plan to study in this work are
somehow artificial in the sense that they do not cor-
respond to any realistic system. However these simu-
lations must reproduce the reality of our universe. In
that sense, there is an infinite set of possible merger
simulations we could run, each with a different or-
bit. To avoid running many orbits, and at the same
time to try to reproduce the expected results from
our understanding of the universe, we will use the re-
sults shown in Wetzel (2011) to choose the orbits to
be studied in this work. In their work Wetzel (2011)
study the probability distribution of orbital parame-
ters of infalling satellite galaxies. From them, we use
the mean orbital parameters as those of a represen-
tative merger that is in agreement with the current
cosmological paradigm.

Then, to configure the merger we need to obtain
realistic values of the initial position r0 and velocity
v0 of the satellite galaxy. For that, from Wetzel
(2011), we use the circularity η and the pericenter rp
distance, which depend on the host halo mass Mhost

and redshift z, and which for our host halo mass are
distributed at the moment of their passage through
the host’s virial radius according to the distribution
functions shown in Figures 2 and 3. In both figures,
the mean values of the circularity and the pericentre
at z = 2 are highlighted with a small vertical green
line.
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TABLE 1

SPECIFICATIONS OF THE SATELLITE’S INITIAL ORBITAL CONFIGURATIONS CHOSEN FOR
EACH SIMULATION*

Name Nomenclature r0 (kpc) v0(km/s)

Perpendicular p (0,0,198.34) (0,34.9,0)

Planar Corotating pcr (0,198.34,0) (-34.9,0,0)

Planar Contrarotating pct (0,198.34,0) (34.9,0,0)

Inclined Corotating icr (99.6,99.6,140.25) (-24.67,24.67,0)

Inclined Contrarotating ict (99.6,99.6,140.25) (24.67,-24.67,0)

*For a schematic view of each configuration, see Figure 4.

Fig. 3. Pericentre distribution for the infalling satellites;
the redshift dependence is explicitly noted. The small
vertical line indicates the average pericentric distance
value at z = 2. The color figure can be viewed online.

Orbit circularity has a nearly constant small rate
of decrease with redshift, while pericenter distance
exhibits a decrease in its average values with z. In
particular, at z = 2 we obtain an average pericentric
distance of 0.27Rvir, with Rvir the virial radius of
the host halo. For this halo Rvir ≈ r200 = 63.29 kpc.
The average circularity at z = 2 is 0.54. With this
two values we calculate the eccentricity e and apoc-
entric distance ra using the two body approximation
as

e =
√

1− η2, (2)

ra =

(

1 + e

1− e

)

rp. (3)

For our system, the numerical values were found
to be e = 0.84 and ra = 198.34 kpc. Finally, making
use of the vis-viva equation, the velocity at apogalac-

Fig. 4. Schematic representation of the initial orbital
configurations for the original five simulations. The host
disc is rotating counterclockwise in the x − y plane. r0

and v0 are the initial position and velocity in each case.
For the inclined configurations, the angle with the z axis
is φ = 45◦. See Table 1 for details on the coordinate
values. The color figure can be viewed online.

ticon is simply

va =

√

2
GM

ra
(1− e), (4)

which turns to be 34.9 km/s for our infalling satellite.
In all simulations the host galaxy disk was always

in the x−y plane with its angular momentum aligned
with the z-axis. Based on the orbital parameters
given in the previous paragraph, the merger was dis-
posed in five different configurations. The only dif-
ference between each configuration is their location
relative to the disc plane and its orbital motion direc-
tion relative to the disc rotation. The configuration
parameters are shown in Table 1 and a schematic
illustration of all of them is represented in Figure 4.
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2.2. Simulations

Some of our simulations include star formation
modeled as shown in Springel & Hernquist (2003).
In this model a cold gas particle (cloud) is able to
convert part of its mass into stars when several cri-
teria are met. Its temperature should be lower than
104 K and its density should be larger than a prede-
fined threshold density (ρth). Additionally, the cool-
ing time should be shorter than the collapse time of
the cloud tcooling < 1√

Gρ
and the local gas flow must

be negative (∇ · ~v < 0). These conditions guarantee
that gas-rich regions, where the star formation pro-
cess must happen, are colder, denser and undergoing
collapse. Once a gas particle meets criteria to form
stars, they are formed stochastically with a sampling
determined by the local star formation rate. We re-
fer the reader to Springel & Hernquist (2003) for fur-
ther details on the model and implementation of the
star formation. Our goal is to study the posibility of
formation of globular cluster-like structures in this
kind of mergers. We are not interested to study the
process of star formation in these candidate struc-
tures since it will be very much dependent on the
model and implementation of the different feedback
mechanisms. Our interest in introducing star forma-
tion and feedback in our simulations is to provide the
gas with some sort of realistc conditions that can be
meet for candidate structures to form.

As it is well known, SPH suffers from fragmenta-
tion instabilities that lead small gas clumps to clus-
ter, forming a set of non-physical structures (Bate
& Burkert 1997; Torrey et al. 2013). Since what we
are looking for in our simulations is exactly fluctua-
tions in the mass distribution we need to make sure
that we find candidates that are not just spurious
numerical fragments formed due to the SPH insta-
bility. In order to avoid this, we ran the same set of
initial conditions for several different particle resolu-
tions and we found that the substructures present in
the lower resolution simulation were recognizable in
the higher resolution simulations, maybe with a little
spatial displacement due to changes in the global dy-
namics of the system, as it can be seen in Figure 13
(In § 3.2 we show how these substructures were iden-
tified). Increasing the resolution of the simulations
allows us to verify that what we find as substructure
candidates are true candidates and not numerical ar-
tifacts. § 3.3 describes in better detail the results of
our convergence study.

We design two sets of experiments to explore the
formation of substructures in the tidal streams of the
satellite galaxy. The first consists in pure collision-
less systems, or in other words, gas-free simulations.

The main purpose of this first experiment is to ver-
ify if the collisionless matter alone could cluster and
form bound systems without the influence of gas.
This set of simulations was named DMO (Dark Mat-
ter Only), specifically DMO1 and DMO2 whose only
difference is the number of particles in the satellite.
In Table 2 we show the masses, number of particles
and mass per particle of each galactic component in
our models.

The second set of simulations includes gas in the
satellite and are designated as GAS. The difference
among them is the increased resolution, GAS3 being
the one with the highest resolution. Table 2 summa-
rizes the resolution specifications of the GAS exper-
iment.

As can be seen in Table 2, the SPH particle mass
is of the order of 5 × 103 h−1M⊙ for GAS3. If we
assume that typical masses for globular cluster can-
didates are of the order of 105 to 107 h−1M⊙ in this
simulation we can resolve globular cluster like struc-
tures with 20 to 2000 gas particles. Again, we are not
interested to study star formation in those objects
(which will imply the necessity of larger resolution
simulations in order to properly sample star forma-
tion inside the clusters) but only to study study the
collapse of gas in the candidate structures. There-
fore, these numbers are good enough for the purposes
of our work. We ran our simulations for a time in-
terval of the order of 7 Gyr, long enough to study
the evolution of the satellite remnants as would be
observed at present.

3. ANALYSIS

3.1. Density Estimation

Overdensities are, by definition, regions with a
spatial mass density larger than that of its surround-
ings. Hence, the best way to identify them is by es-
timating the mass density in the body of the tidal
streams. High density regions will be the best candi-
dates to form autogravitating substructures. We use
the EnBiD (Entropy Based Binary Decomposition)
algorithm to calculate the density distribution in real
and phase spaces (Sharma & Steinmetz 2006).

The EnBiD algorithm is sensitive to the spatial
anisotropies of the mass distribution through the im-
plementation of an anisotropic smoothing tensor. In
this way, any density underestimation is prevented
due to the ability of the method to use particles along
a preferred direction, and not only spherically sym-
metric around the point of interest, as the isotropic
kernels do. Figure 5 shows the estimated density for



©
 C

o
p

y
ri

g
h

t 
2

0
1

9
: 
In

st
it
u

to
 d

e
 A

st
ro

n
o

m
ía

, 
U

n
iv

e
rs

id
a

d
 N

a
c

io
n

a
l A

u
tó

n
o

m
a

 d
e

 M
é

x
ic

o
D

O
I:
 h

tt
p

s:
//

d
o

i.o
rg

/1
0

.2
2

2
0

1
/i

a
.0

1
8

5
1

1
0

1
p

.2
0

1
9

.5
5

.0
2

.1
4

SUBSTRUCTURES IN TIDAL STREAMS 279

Fig. 5. Density values for the particles in GAS2 p−simulation against the identification particle number. This plot
correspond to the snapshot at 3.75 Gyr after simulation starts. Density units are 1010M⊙/kpc

3. The color figure can
be viewed online.

TABLE 2

COLLISIONLESS AND COLLISIONAL SIMULATIONS DATA*

COLLISIONLESS SIMULATIONS

Name Component Mass (M⊙) Np mp (M⊙)

DMO1 Satellite 3.2× 1010 1.0× 105 3.2× 105

Disk 3.3× 109 5.6× 104 6.4× 104

Halo 7.9× 1011 7.3× 105 1.1× 106

DMO2 Satellite 3.2× 1010 2.0× 105 1.6× 105

Disk 3.3× 109 5.6× 104 6.4× 104

Halo 7.9× 1011 7.3× 105 1.1× 106

COLLISIONAL SIMULATIONS

GAS1 Satellite 2.5× 1010 4.0× 105 6.2× 104

Gas 5.0× 109 2.0× 105 2.5× 104

Disk 3.3× 109 5.6× 104 6.0× 104

Halo 7.9× 1011 7.3× 105 1.1× 106

GAS2 Satellite 2.5× 1010 8.0× 105 3.1× 104

Gas 5.0× 109 4.0× 105 1.2× 103

Disk 3.3× 109 5.6× 104 6.4× 104

Halo 7.9× 1011 7.3× 105 1.1× 106

GAS3 Satellite 2.5× 1010 3.0× 106 8.3× 103

Gas 5.0× 109 1.0× 106 5.0× 103

Disk 3.3× 109 5.6× 104 6.4× 104

Halo 7.9× 1011 1.0× 107 7.9× 104

*Np and mp are the number of particles and mass per particle, respectively.
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the total number of particles in one of the GAS sim-
ulations at t = 3.75 Gyr. In the figure we show the
density of gas, halo dark matter, disk and satellite
particles. New stars formed from gas particles are
also included. Note that this figure not only shows
the densities of particles ranked by ID (and type) but
allows to see the high density peaks. As we know,
these density peaks are associated to gravitational
instabilities and should be related to anisotropies in
the density distribution of each galactic component.
Therefore, an adequate density threshold can be se-
lected to extract the prominent overdensities in the
particle distribution.

As can be seen in the figure, the overal densi-
ties of the halo, disk and a fraction of particles of
the satellite have a lower value than that for a frac-
tion of particles of gas and stream material (which
in this case corresponds to the last bump composed
of satellite particles and new-born stars). The peaks
in the values of the estimated density can be used to
fix a density threshold ρth that can serve to identify
global overdensities, as shown by the horizontal line
in Figure 5. Notice that only a fraction of gas, satel-
lite and new star particles are above this threshold,
and one expects that since those overdensities are
induced by the gravitational instability, they would
be spatially correlated, as can be seen in Figure 13.
This density threshold is an important part of the
process of identification of high density peaks corre-
sponding to the seed of the identification of potential
cluster candidates.

3.2. Identification of Substructure Candidates

Once the densities of the particles have been cal-
culated, we aim to identify the overdensities in the
field of the stream in order to label them as possible
candidates. We start by estimating density maps
as described in the previous section. These maps
highlight the overdensities above the underlying dis-
tribution of particles, as shown in Figures 10 and 11.
Then, the identification is carried out by the follow-
ing series of steps:

• First the candidates are identified by perform-
ing a selection of particles through a phase space
density threshold ρth. Particles with phase-
space densities below the density threshold are
ruled out as potential center of some candidate
clump. The value of ρth was chosen examining
the values of the density of the simulation using,
for instance, a plot like the one shown in Fig-
ure 5, in which we clearly distinguish between
particles of high and low density. The density

threshold could be different from one simulation
to another.

• Once the particles with ρ < ρth are ruled out,
we construct a three dimensional spatial plot of
the particles that are left. In this plot, we iden-
tify, by eye a centre of each overdensity. The co-
ordinates of the centre at that particular snap-
shot are then estimated to be rc = (xc, yc, zc).
For this we choose a random snapshot, but it
is preferable for the system to be sufficiently
evolved, maybe after the satellite has passed
several times through the disk. The fact that
at this point we choose by eye the position of
the candidate has no effect on the results. Us-
ing for example a method like spherical overden-
sity would work equally well, since we are just
guessing the position of the overdensity.

• Based on the three dimensional plot built be-
fore, the size of the overdensity can be roughly
estimated. We assign a spherical radius R0,
measured from the centre rc, trying to encom-
pass the largest number of overdensity particles.
Then, particles with position rp = (xp, yp, zp),
which meet the condition |rp−rc| < R0 are said
to be in the first guess of the candidate list. Af-
ter inspection, we found that using a value of
R0 ≈ 2.0 Kpc was enough to encompass all ini-
tial particles in each substructure that will be
used later to track the actual set of bound par-
ticles.

• With the ID number of each particle in the can-
didate list, we track the position and velocities
of such particles in all the snapshots of the simu-
lations. At this point, we compute the center of
mass of the particles in the candidate clump (for
each snapshot) and look for particles of any kind
that lie within a sphere of radius Rth = 0.7 kpc,
including dark matter particles from the host
and the satellite halos, gas and disk particles,
and new stars born during the interaction. No-
tice that across the snapshots particles can come
in and out of the sphere of Rth = 0.7 kpc, mean-
ing that the list of particles that actually belong
to the candidate has to be updated dynamically.

• Then, for every snapshot, we compute the prop-
erties of the clump in order to tie the evolution
of the visually identified clouds to an astrophys-
ical observed system. Such properties are cen-
ter of mass, binding energy, total mass, mass
by type of particle, central and mean densities,
tidal and core radii, and the tidal heating.
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Fig. 6. Mass stripped from the satellite galaxy as a func-
tion of simulation time represented by the descending
curves for each orbital configuration. The mass gained
by the stream for each orbital configuration is shown by
the ascending curves. The color figure can be viewed
online.

3.3. Resolution Study Against Artificial

Fragmentation

The numerical scheme used to simulate the hy-
drodynamics of the gas could impact the formation
of clumps within the molecular clouds in an artificial
way. The resolution of a SPH simulation involving
gravity is therefore a critical quantity in order to
obtain realistic results from physical process rather
than artificially ones induced by numerical fluctua-
tions.

As it is widely known, in SPH the properties of
gas particles are obtained by summing the properties
of all the particles that lie within a sphere with a ra-
dius known as the smoothing length h. The smooth-
ing lengths are constrained to contain approximately
a number of particles, called number of neighbours
Nngb, in the sphere of radius h. Since the gravita-
tional softening is set equal to h, the mass contained
in the sphere cannot be roughly equal to the local
Jeans mass, otherwise the collapse would be inhib-
ited by the softening of the gravitational forces.

Thus, the called minimum resolvable mass, Mres

must always be less than the local Jeans mass MJ

given by

MJ =

(

3

4πρ

)1/2 (
5kBT

µmHG

)3/2

, (5)

where ρ is the density of the gas at temperature T ,
kB is the Boltzmann constant, mH is the mass of
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Fig. 7. Minimum resolvable masses for the nine candi-
dates in GAS3 (equation 6). The minimum mass remain
much smaller than the candidates total mass, see Fig-
ure 9. The color figure can be viewed online.

the hydrogen atom and µ is the gas mean molecu-
lar weight (Draine 2011). Taking Mres as the mass
of 2Nngb particles, it can be estimated as (Bate &
Burkert 1997):

Mres = Mgas

(

2Nngb

Ngas

)

, (6)

where Mgas and Ngas are the total mass and particle
number of the gas. The previous expression explic-
itly shows that for a larger number of particles, the
minimum resolvable mass decreases and the collapse
and fragmentation will be less affected for the nu-
merical implementation.

The condition (6) with Nngb = 128 was tested for
the clumps in the satellite galaxy gas that we selected
as substructure candidates with the previous recipe.
The strategy adopted for the identification of the
progenitors and the results obtained of such strategy
are depicted in the next sections.

Figure 7 shows the time evolution of the mini-
mum resolvable mass for each cluster according to
equation 6, which remains much smaller than the
local Jeans mass.

4. RESULTS

In Figure 6 we show the mass stripped from the
satellite galaxy as a function of simulation time.
Each line in Figure 6 represents the evolution of the
mass stripped from the satellite for each of the five
orbital configurations presented in Table 1. As can
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Fig. 8. Orbital structure of the nine candidates identified in GAS3. Left panel, Magnitude of the galactocentric vector
position as a function of time. Right panel, Projection of the orbits in the y − z plane. The color figure can be viewed
online.

Fig. 9. Mass as a function of time for each candidate, segregated by type. The color figure can be viewed online.

be seen in the figure, the rate of mass loss is quite
similar for every orbital configuration of the merger.
For this reason, since in our experiments we found no
reason to prefer any orbit over another on the basis

of the amount of mass stripped of the satellite, we
decided, without loss of generality, to run our high
resolution simulations only for the orbit perpendic-
ular to the plane of the galaxy.
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Fig. 10. Top Panels: Real space projection on the z− y plane density-coded for the DMO2 simulation. Bottom Panels:

Phase space projection on the r− vr plane with same density code. The density contrast is high in the elongated radial
structures found in the tidal tails, but still does not exhibit the morphology of globular clusters. Panels on the left
correspond to a time of 6.0 Gyr, right panels to 7.0 Gyr. Color values correspond to number density of points in log
scale. The color figure can be viewed online.

As can be seen in the figure, there are breaks in
the mass curve located at about 2, 3.8 and 5 Gyr.
These breaks are associated with the periastron pas-
sages during the merger. Clearly, the first passage
strips the largest amount of mass from the satellite.
Most of the mass ejected during the first passage
is gas that is heated up during the collision and
should remain bounded to the host galaxy, poten-
tially forming the overdensities that are interesting
for our study.

Figure 10 shows the projected particle distribu-
tion of the DMO2 simulation at two different time
snapshots, t = 6 Gyr and t = 7 Gyr. The figure
shows (at the top, in color code) the density of the
streams; the umbrella effects associated to the distri-
bution of the merger remnant of a satellite interact-
ing with a massive host galaxy can be seen. At the
bottom, each figure shows the pseudo phase space di-
agrams; the disturbances in phase space associated
to the structures of the streams and merger rem-

nants can be seen. As shown at the two different
time snaps, there is a diffuse structure that appears
at time 6 Gyr (in real space and in phase-space) but
after 1 Gyr it is already washed out. This happens to
all structures observed in the simulations with only
collisionless matter.

Figure 11 shows the same projected particle dis-
tribution coded in Figure 10 but for the GAS2 sim-
ulation. Unlike the previous case, it is clear from
the projected density and phase-space density that
there are more overdensities, and that they survived
for several orbital periods keeping their structure for
a significant fraction of their lifetime. Figure 12
shows a zoom of the inner region of Figure 11 near
the galactic disc. From this result, constrained by
the resolution of our DMO simulations, we conclude
that to form long lasting structures we need cold
gas which helps to keep the particles gravitationally
bound.
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Fig. 11. Top Panels: Real space projection on the z − y plane coded with density. Bottom Panels: Phase space
projection on the r−vr plane with same density code. R and V are the virial radius and velocity, respectively. A couple
of snapshots of GAS2 are shown. The left panels correspond to a time of 5.00 Gyr, the right panels to 6.25 Gyr. Color
values correspond to number density of points in log scale. The color figure can be viewed online.

GAS simulations are thus the ones with better
results for the formation of stream substructures.
Consequently, we targeted them to apply the algo-
rithm for identification of substructure candidates;
results are shown in Figure 13, where the galactic
disc of the host galaxy is also shown as a reference.
The plots show the candidates identified in the sim-
ulations GAS1, GAS2 and GAS3, all for a simula-
tion time of 3 Gyr. for comparison purposes. It is
clear that among all the simulations of this work the
higher resolution simulation has the greater num-
ber of substructures, which in turn, have the highest
number of particles. For this reason we only study
the properties of the substructures of GAS3.

For each substructure identified in the simula-
tion we investigated several properties. In GAS3 we
identified 10 overdensities associated to the 10 dens-
est peaks, labeled with numbers 0 to 9; for each one
we start by determining their orbital evolution. Fig-

ure 8 (b) shows the y − z projection of the orbit of
the center of mass followed by each candidate. Fig-
ure 8 (a) shows the distance of each candidate to the
center of the disk of the host galaxy as a function of
time. The notable aspect of this plot is the fact that
the candidates persist during a significant amount of
time, with lifetimes of the order of 1 Gyr or longer.

Figure 9 shows the evolution of the mass content
of each candidate in GAS3. For all the candidates,
the principal constituent is gas. The high peaks of
host dark matter content present in the candidates
are circumstantial particles that are counted by the
algorithm when the candidate traverses the central
region of the dark halo where the density is suffi-
ciently high to cause miscounting of host dark par-
ticles as candidate particles. The masses found for
each candidate correspond to the masses measured
for globular clusters and high-velocity clouds, both
ranging from 103M⊙ to a maximum of 106M⊙ on
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Fig. 12. Top Panels: Real space projection on the z − y mapped with density. Bottom Panels: Phase space projection
on the r− vr plane with same density color code. This plot is exactly Figure 10 but zooming to the internal region near
the galactic disc for GAS2. Panels at the left correspond to a time of 5.00 Gyr while panels at the right are at 6.25 Gyr.
Color values correspond to number density of points in log scale. The color figure can be viewed online.

average. However, there are several cases of clusters
with masses over 106M⊙ (Harris 1999; Wakker & van
Woerden 1997).

4.1. Dark Matter in Cluster Candidates

The candidate labeled as Candidate 0 was the
only one formed by gas and particles of another
species. Figure 9 (a) clearly shows that the predomi-
nant mass component is the dark matter of the satel-
lite from where it comes. This dark matter compo-
nent is not circumstantial, and is an important part
of this candidate during its lifetime. The rest of the
candidates are basically cores of gas, without dark
matter or disc stars. This suggests that through this
formation mechanism one could expect to find dark
matter in globular cluster.

5. SUMMARY AND DISCUSSION

In this work we use N -body simulations of satel-
lite galaxies undergoing minor merger with a larger

host galaxy. Our goal is to find if there is formation
of globular cluster-like systems in the tidal stream
formed by the material stripped from the satellite.
The work is divided in two main parts: The first part
is performed to explore the possibility of formation
of structures from pure collisionless simulations, the
second part is dedicated to simulate the formation
of cluster-like structures from mergers that included
gas.

We performed several estimations in the simu-
lations to identify the stream and the possible au-
togravitating substructures inside it. The approach
adopted to identify substructures was the estimation
of the phase-space density which reveals the presence
of substructures as density peaks.

The density estimation clearly identifies overden-
sity regions in which a cluster-like structure could be
formed. As a first conclusion we argue that without
gas, the substructures that could be formed (if at
all) have a short life time, as none of the overden-



©
 C

o
p

y
ri

g
h

t 
2

0
1

9
: 
In

st
it
u

to
 d

e
 A

st
ro

n
o

m
ía

, 
U

n
iv

e
rs

id
a

d
 N

a
c

io
n

a
l A

u
tó

n
o

m
a

 d
e

 M
é

x
ic

o
D

O
I:
 h

tt
p

s:
//

d
o

i.o
rg

/1
0

.2
2

2
0

1
/i

a
.0

1
8

5
1

1
0

1
p

.2
0

1
9

.5
5

.0
2

.1
4

286 NOREÑA ET AL.

Fig. 13. Candidates identified with the algorithm described in § 3.2. The number of clumps increases with increasing
resolution. All plots correspond to a 3 Gyr simulation time. Top row, shows the candidates in GAS1. Middle row,
candidates in GAS2. Bottom row, candidates in GAS3. In each row, at the left, the disc is seen face on, and at the
right, the disc is seen edge on. The color figure can be viewed online.

sities show a definite morphology or stability over
time. When gas is included, several clumps appear.

The results including gas physics are remarkably
different. The candidates identified in the simula-
tion proved to be real physical structures that live
for a considerable amount of time and whose orbital

evolution shows them to be objects in the surround-
ings of the galactic disk. The total absence of stars
formed within the clumps is mainly due to the ther-
modynamic setup of the gas as an initially isothermal
sphere; the temperature of the gas is high enough
to inhibit instantaneous star formation in the can-
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didates. Another factor at play is that the imple-
mentation/parameters of the feedback we used in
the simulations, make the feedback too strong in the
satellite galaxy. Oppenheimer & Davé (2006) dis-
cuss that the original implementation of Springel &
Hernquist (2003) does not work equally well for all
halo masses, and that the model and the parameters
should be somehow mass dependent. As it was al-
ready mentioned, due to the physics involved in the
problem of star formation in complex scenarios, it is
beyond the scope of this work to study star forma-
tion in these candidate structures.

The main conclusion of this work is that
substructures (globular clusters and high velocity
clouds) could be formed in the tidal streams of gas
rich satellites. The validity and scope of this main
conclusion should be tested by running simulations
with higher resolutions and taking in to account dif-
ferent feedback and star formation models. This is
the road map for future work that will contribute to
improve and supplement the results presented here.

Certainly our experiments are limited. First
of all, we could study all other orbital configura-
tions to complement the study. However, having
found that one of the merger configurations already
produced candidate clusters, the goals of our work
were already meet. Studying under which conditions
(merger orbits) it is easier to form this kind of struc-
tures is an interesting idea, but indeed it would re-
quire a larger amount of computing time in order to
run a suite of simulations.

We could have included gas in the disk of the
host galaxy; we could also have included a hot gas
halo in the main galaxy; we did not do it because it
made the simulations much more expensive. Indeed
both aspects are important because these gaseous
components could affect the dynamics of the merger
and the dynamics of the gas in the stream through
ram pressure stripping and shock heating. Both pro-
cesses could work stripping more gaseous material
from the satellite, thus increasing the amount of gas
in the stream. We expect that this will contribute to
increase the fraction of gas that could end up falling
into cluster candidates. However the limited design
of our experiment suffices to answer the question of
the formation of candidate globular cluster struc-
tures by this kind of processes, and we expect that
including other gaseous components will not change
the main conclusions of the work.
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Kúpper, A. H. W., Lane, R. R., & Heggie, D. C. 2012,
MNRAS, 420, 2700

Li, Y., Law, M., & Klessen, R. 2004, ApJ, 614, L29



©
 C

o
p

y
ri

g
h

t 
2

0
1

9
: 
In

st
it
u

to
 d

e
 A

st
ro

n
o

m
ía

, 
U

n
iv

e
rs

id
a

d
 N

a
c

io
n

a
l A

u
tó

n
o

m
a

 d
e

 M
é

x
ic

o
D

O
I:
 h

tt
p

s:
//

d
o

i.o
rg

/1
0

.2
2

2
0

1
/i

a
.0

1
8

5
1

1
0

1
p

.2
0

1
9

.5
5

.0
2

.1
4

288 NOREÑA ET AL.
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ABSTRACT

We analyze the molecular gas and dust associated with the infrared dark cloud
SDC341.232-0.268 in order to investigate the characteristics and parameters of the
gas, determine the evolutionary status of four embedded EGO candidates, and es-
tablish possible infall or outflow gas motions. We base our study on 12CO(2-1),
13CO(2-1), and C18O(2-1) data obtained with the APEX telescope, molecular data
of high density tracers from the MALT90 survey and IR images from Spitzer, Her-
schel and ATLASGAL. The study reveals two clumps at −44 km s−1 towards the
IRDC, with densities of > 104cm−3, typical of IRDCs, while high density tracers
show H2 densities > 105. FIR images reveals the presence of cold dust linked to the
molecular clumps and EGOs. A comparison of the spectra of the optically thin and
optically thick molecular lines towards the EGOs suggests the existence of infall
and outflow motions.

RESUMEN

Analizamos el gas molecular y el polvo asociado a la nube oscura infrarroja
SDC341.232-0.268 con el fin de investigar las caracteŕısticas y parámetros f́ısicos
del gas, determinar el estado evolutivo de los cuatro EGOs embebidos y estable-
cer posibles movimientos de acreción o flujo molecular. Nos basamos en datos de
12CO(2-1), 13CO(2-1) y C18O(2-1) obtenidos con el telescopio APEX, trazadores de
alta densidad extráıdos de MALT90, e imágenes infrarrojas de Spitzer, Herschel y
ATLASGAL. El estudio revela dos grumos moleculares a −44 km s−1 coincidentes
con la IRDC con una densidad > 104cm−3, t́ıpica de IRDCs. Los trazadores de alta
densidad arrojan densidades de H2 > 105. Las imágenes en el lejano IR muestran
polvo fŕıo asociado a los grumos moleculares y a los EGOs. La comparación de
espectros moleculares ópticamente gruesos y finos sugiere la existencia de acreción
y flujos moleculares.

Key Words: dust, extinction — ISM: clouds — ISM: individual objects: IRDC
SDC341.232-0.268 — ISM: kinematics and dynamics — ISM:
molecules — stars: formation

1. INTRODUCTION

Infrared dark clouds (IRDCs) are sites of recent
star formation within molecular clouds. These are
detected as dark silhouettes against a bright back-

1Instituto Argentino de Radioastronomı́a, CONICET,

CCT-La Plata, Villa Elisa, Argentina.
2Facultad de Ciencias Astronómicas y Geof́ısicas, Univer-

sidad Nacional de La Plata, La Plata, Argentina.
3Departamento de Astronomı́a, Universidad de Chile,

Chile.
4Gemini Observatory, Southern Operations Center, La Se-

rena, Chile.
5Departamento de Astronomı́a y F́ısica, Universidad de la

Serena, La Serena, Chile.
6Departamento de Matemáticas, Universidad de La Sere-

na, La Serena, Chile.

ground in the mid-infrared. These regions, which are
also detected in the FIR, are believed to be places
that may contain compact cores which probably host
the early stages of high-mass star formation (e.g.,
Rathborne et al. 2007; Chambers et al. 2009). In
fact, their cold (T < 25K) and dense (102-104 cm−3)
ambient conditions, and their sizes of ≈1-3 pc and
masses of 102-104 M⊙ (Rathborne et al. 2006, 2007)
favor star formation mechanisms. Evidences of ac-
tive high-mass star formation in IRDCs are inferred
from the presence of ultracompact Hii regions (Bat-
tersby et al. 2010), hot cores (Rathborne et al. 2008),
embedded 24µm sources (Chambers et al. 2009),
maser emission (Wang et al. 2008; Chambers et al.
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Fig. 1. Composite image showing the Spitzer-IRAC
emission at 4.5 (green) and 8.0µm (red), and
Spitzer-MIPS emission at 24µm (blue) of the region of
SDC341.232-0.268. Contours correspond to the emission
at 8.0µm at 80, 90, and 95 MJy/ster. The positions of
the candidate EGOs are marked with blue crosses. The
color figure can be viewed online.

2009), and/or outflow and infall processes (e.g. San-
hueza et al. 2010; Chen et al. 2011; Ren et al. 2011;
Beuther et al. 2002; Zhang et al. 2007).

Many IRDCs are also associated with extended
enhanced 4.5 µm emission (named extended green
objects, EGOs, for the common coding of the
[4.5] band in green in the 3-color composite IRAC
images), the so-called “green fuzzies”, indicating the
presence of shocks. Following photometric criteria,
Cyganowski et al. (2008) suggested that most of
EGOs fall in the region of the color-color space oc-
cupied by the youngest MYSOs, and are surrounded
by accreting envelopes (see Figure 13 in their work).
This hypothesis is supported by Chen et al. (2010),
whose observations are consistent with the specu-
lation that EGOs trace a population with ongoing
outflow activity and an active rapid accretion stage
of massive protostellar evolution. The emission at
4.5µm includes both H2 (v = 0-0, S(9, 10, 11))
lines and CO (v = 1-0) band heads (Cyganowski
et al. 2008), which are excited by shocks, such
as those expected when protostellar outflows im-
pinge on the ambient interstellar medium (ISM)
(Cyganowski et al. 2008).

Using IRAC images, Peretto & Fuller (2009) cat-
alogued and characterized many IRDCs using 8 and
24µm Spitzer data. In this catalogue, the IRDCs
were defined as connected structures with H2 col-
umn density peaks NH2

> 2×1022 cm−2 and bound-
aries defined by NH2

= 1×1022 cm−2. Single-peaked
structures found in the H2 column density maps were
identified by the authors as fragments. These dark

and dense patches are associated with molecular gas
and dust emission (Sanhueza et al. 2012).

As a part of a project aimed at studying in de-
tail the physical properties of the IR bubble complex
S21-S24, we present here an analysis of the molecu-
lar gas and dust associated with SDC341.232-0.268,
a poorly studied IRDC of the southern hemisphere,
which is member of this complex. Our aims are
to determine the physical parameters and kine-
matics of the gas and to characterize the inter-
stellar dust associated with the IRDC, to investi-
gate the presence of embedded young stellar ob-
jects, and to establish possible infall or outflow gas
motions. To accomplish this project, we analyze
molecular data of the 12CO(2-1), 13CO(2-1), and
C18O(2-1) lines obtained with the APEX telescope,
and HCO+(1-0), HNC(1-0), and N2H

+(1-0) lines
from the MALT90 survey (Jackson et al. 2013; Foster
et al. 2013, 2011)7, mid- and far-IR continuum data
from Spitzer-IRAC, Herschel-PACS and -SPIRE,
and ATLASGAL (APEX) images (Schuller et al.
2009). We introduce the IRDC SDC341.232-0.268
in § 2, the used database in § 3, the results of the
molecular gas in § 4, and those of the infrared emis-
sion in § 5; signs of star formation are discussed in
§ 6, and a summary in § 7.

2. IRDC SDC341.232-0.268

The IRDC SDC341.232-0.268 (RA,
Dec.(J2000)= 16:52:35.67, –44:28:21.8) has a mid-IR
radiation field intensity IMIR ≈ 88.3 MJy ster−1

at 8.0µm and a peak opacity of 1.09. From
the Multiband Infrared Photometer for Spitzer
(MIPS) images Peretto & Fuller (2009) detected
a 24µm point source in the field of the IRDC,
and two clumps. The clumps were classified by
Bergin & Tafalla (2007) as structures with sizes
≈10−1-100 pc, masses ≈10-103M⊙, and volume
densities ≈103-104 cm−3.

Figure 1 shows the Spitzer-IRAC images
at 4.5 (green) and 8.0µm (red), and the
Spitzer-MIPS image at 24µm (blue) in the region of
SDC341.232-0.268. Green contours correspond to
low emission levels at 8µm, revealing a region of high
extinction at 8.0µm at the location of the IRDC, in
contrast with the environment, a typical feature of
these objects. The 90 MJy/ster contour delineates
the IRDC. Four candidate EGOs catalogued by
Cyganowski et al. (2008) appear projected toward
this region: the “likely” MYSO outflow candidates
G 341.22-0.26(b)(R.A., Decl.(J2000) = 16:52:30.3,

7http://malt90.bu.edu/data.html
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–44:28:40.0), G 341.22-0.26(a) (16:52:32.2,
–44:28:38.0), the “possible” MYSO outflow candi-
date G 341.23-0.27 (16:52:34.2, –44:28:36.0), and
the “likely” MYSO outflow candidate G 341.24-0.27
(16:52:37.3, –44:28:09.0). These authors categorized
the EGOs as a “likely” or “possible” MYSO outflow
candidate based primarily on the angular extent of
the extended excess 4.5 µm emission. Any source
in which it was possible to confuse multiple nearby
point sources and/or image artifacts from a bright
IRAC with truly extended 4.5 µm emission was
considered a “possible” candidate; these are likely
still good YSO candidates, but not necessarily
MYSOs with outflows, and so likely to be actively
accreting.

From here on, they will be named EGO1,
EGO2, EGO3, and EGO4, in increasing order of
R.A. EGO1 is associated with 8 and 24µm emis-
sion and is located in the border of the IRDC,
while EGOs 2, 3, and 4 are detected at 4.5 and
8µm. EGO1 and EGO4 coincide with ATLAS-
GAL Compact Sources AGAL341.219-00.259 and
AGAL341.236-00.271. Their integrated flux densi-
ties are 12.85±2.20 Jy and 16.81±2.80 Jy, and their
effective radii are ≈ 37′′ and 47′′, respectively (Con-
treras et al. 2013).

Methanol maser emission was detected towards
EGO2 and EGO4 at 6 and 95 GHz, within the ve-
locity range −43 to −52 km s−1(Caswell et al. 2010;
Chen et al. 2011; Hou & Han 2014; Yang et al. 2017).
Methanol masers provide a signpost to the very ear-
liest stages of the massive star formation process,
prior to the onset of the UCHII region phase. They
are associated with embedded sources whose bolo-
metric luminosities suggest that they will soon be-
come OB stars (Burton et al. 2002; Sobolev et al.
2005). The methanol masers are independent trac-
ers and they give proven signatures of ongoing star
formation (see Ellingsen 2006; Breen et al. 2013).
Masers of water or hydroxyl have also been detected
in in star-forming regions, as well as in evolved stars
or supernova remnants. Therefore, the presence of
these maser types in the vicinity of these EGOs could
be a signspot of ongoing star formation.

3. DATABASE

3.1. Molecular Line Observations

The 12CO(2-1), 13CO(2-1), and C18O(2-1) data
were acquired with the APEX-1 receiver of the
Swedish Heterodyne Facility Instrument (SHeFI;
Vassilev et al. 2008) in the Atacama Pathfinder EX-
periment (APEX) telescope, located in the Puna de

TABLE 1

OBSERVATIONAL PARAMETERS OF THE
MOLECULAR TRANSITIONS

Transition ν0 θ ∆vres rms

GHz ′′ km s−1 K
12CO(2-1) 230.538 30 0.1 0.35
13CO(2-1) 220.398 28.5 0.1 0.35

C18O(2-1) 219.560 28.3 0.1 0.35

HNC(1-0) 90.664 38.0 0.11 0.35

HCO+(1-0) 89.189 38.0 0.11 0.35

N2H
+(1–0) 93.173 38.0 0.11 0.35

Atacama (Chile). The backend for the observations
was the eXtended bandwidth Fast Fourier Transform
Spectrometer2 (XFFTS2) with a 2.5 GHz bandwidth
divided into 32768 channels. The main parameters
of the molecular transitions (rest frequency ν0, half-
power beam-width θ, velocity resolution ∆vres, and
rms noise of the individual spectra obtained using
the OTF mode) are listed in Table 1. The selected
off-source position free of molecular emission was
RA, Dec.(J2000)= (16:36:40.56, −42:03:40.6).

Calibration was done using the chopper-wheel
technique. The antenna temperature scale was
converted to the main-beam brightness-temperature
scale by Tmb = TA/ηmb, where ηmb is the main
beam efficiency. For the SHeFI/APEX-1 receiver
we adopted ηmb = 0.75. Ambient conditions were
good, with a precipitable water vapor (PWV) be-
tween 1.5 - 2.0 mm.

The molecular spectra were reduced using the
CLASS90 software of the IRAM’s GILDAS software
package.

In addition, we used molecular data from the
Millimetre Astronomy Legacy Team 90 GHz Sur-
vey (MALT90) taken with the Mopra spectrom-
eter (MOPS). We used beam efficiencies between
0.49 at 86 GHz and 0.42 at 230GHz (Ladd et al.
2005). The data analysis was conducted with
CLASS90 software. Emission was detected in the
HCO+(1-0), HNC(1-0), and N2H

+(1-0) lines, which
were used to detect high density regions within
SDC341.232-0.268. Their main parameters are in-
cluded in Table 1.

3.2. Images in the Infrared

We used near- and mid-infrared (NIR, MIR) im-
ages from the Spitzer-IRAC archive at 4.5 and 8.0µm
of the Galactic Legacy Infrared Mid-Plane Survey
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Extraordinaire (GLIMPSE)8 (Benjamin et al. 2003),
and the Multiband Imaging Photometer for Spitzer
(MIPS) image at 24µm from the MIPS Inner Galac-
tic Plane Survey (MIPSGAL)9 (Carey et al. 2005) to
delineate the IRDC and investigate their correlation
with the EGO candidates.

To trace the cold dust emission we utilized far-
infrared (FIR) images from the Herschel Space Ob-
servatory belonging to the Infrared GALactic (Hi-
GAL) plane survey key program (Molinari et al.
2010). The data were obtained out in parallel mode
with the instruments PACS (Poglitsch et al. 2010)
at 70 and 160µm, and SPIRE (Griffin et al. 2010)
at 250, 350, and 500µm. The angular resolutions
for the five photometric bands spans from 8′′ to 35.′′2
for 70µm to 500µm. Herschel Interactive Processing
Environment (HIPE v1210, Ott 2010) was used to re-
duce the data, with reduction scripts from standard
processing. The data reduction and calibration (in-
cluding zero-level and color correction) is described
in detail in § 2.2 of Cappa et al. (2016).

We also used images at 870µm from the APEX
Telescope Large Area Survey of the Galaxy (ATLAS-
GAL) (Schuller et al. 2009) with a beam size of 19.′′2.
This survey covers the inner Galactic plane, with an
rms noise in the range 0.05-0.07 Jy beam−1. The
calibration uncertainty in the final maps is about
15%.

4. MOLECULAR CHARACTERIZATION OF
THE IRDC

4.1. CO data: Morphological and Kinematical
Description

To visualize the spatial distribution of the molec-
ular emission the upper panel of Figure 2 exhibits the
13CO(2-1) brightness temperature distribution from
≈ −47.0 to −42.5 km s−1 in steps of 0.3 km s−1.
The most intense 13CO(2-1) emission appears in
the range −45.2 to −44 km s−1. The bottom cen-
tral panel of Figure 2 shows the average 13CO(2-1)
emission in the range −47.0 to −42.8 km s−1,
revealing two molecular clumps centered at RA,
Dec.(J2000)= (16:52:37.06, −44:28:13.9) (Clump A)
and RA, Dec.(J2000)= (16:52:29.72, −44:28:40.1)
(Clump B). The coincidence of the clumps with

8http://irsa.ipac.caltech.edu/data/SPITZER/

GLIMPSE/
9http://irsa.ipac.caltech.edu/data/SPITZER/

MIPSGAL/
10
HIPE is a joint development by the Herschel Sci-

ence Ground Segment Consortium, consisting of ESA, the

NASA Herschel Science Center, and the HIFI, PACS and

SPIRE consortia members, see http://herschel.esac.esa.

int/HerschelPeople.shtml.

EGO1, 2, and 4 (indicated with crosses in this fig-
ure) is clear. The effective radii of the clumps are
37.′′6 and 45.′′6 for ClumpA and ClumpB, respec-
tively, as obtained taking into account the average
13CO(2-1) emission higher that 6.2 K. Finally, the
bottom left and right panels of the same figure dis-
play the C18O(2-1) and 12CO(2-1) average emission
in velocity intervals similar to that in the image of
13CO(2-1). Both clumps A and B are detected at
C18O(2-1) revealing the existence of dense molecu-
lar gas in the clumps. The 12CO(2-1) emission delin-
eates the IRDC but the clumps are not well defined.

Figure 3 shows the averaged 12CO(2-1),
13CO(2-1), and C18O(2-1) spectra within the area
corresponding to ClumpA and ClumpB. The
rms noise of the averaged spectra is 0.019 K for
ClumpA, and 0.017 for ClumpB. For ClumpA, the
12CO(2-1) line exhibits a multi-peak structure with
components in the interval from −70 to −20 km s−1,
with the most intense features between −48 and
−35 km s−1. Three velocity componentes are
detected within the latter velocity interval, peaking
at −46.6 km s−1, −42.2 km s−1, and −36.8 km s−1.
The 13CO(2-1) and C18O(2-1) spectra peak at
around −44.0 km s−1, coincident with a minimum
in the 12CO(2-1) spectrum. Components outside
this range will be analyzed in § 6.2. For ClumpB,
the 12CO(2-1) line also shows a multi-peak structure
between –55 and –25 km s−1, with the maximum
at –45.4 km s−1. The 13CO(2-1) and C18O(2-1)
profiles peak at –44.0 km s−1.

Taking into account that the C18O(2-1) emis-
sion is generally optically thin, we adopted systemic
velocities (vsys) of –44.0 km s−1 for ClumpA and
ClumpB. The adopted systemic velocity coincides
with the velocity for EGO2 and 4 reported by Yang
et al. (2017) (−44.6 and −44.9, respectively) from
methanol maser emision, and from masers by Chen
et al. (2011). It is also compatible with the veloc-
ity of NH3 clouds identified by Purcell et al. (2012)
at −43.7 km s−1 at a position distant 15′′ from
EGO3, and from the CS(2-1) line emission obtained
by Bronfman et al. (1996), who observed toward
[RA, Dec.(J2000)= (16:52:34.2, –44:28:36.0)], reveal-
ing the presence of high density regions (ncrit =
3.0 × 105 cm−3). Circular galactic rotation models
predict that gas with velocities of −44 km s−1 lies
at the near kinematical distance of 3.6 kpc (see, for
example, Brand & Blitz 1993). Adopting a velocity
dispersion of 6 km s−1, the uncertainty in distance
is 0.5 kpc (15%). The distance coincides also with
that of S 24 (Cappa et al. 2016) indicating that the
IRDC belongs to the same complex.
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Fig. 2. Upper panel: Tmb-maps of the 13CO(2-1) emission within the velocity interval from –47.0 to –42.5 km s−1 in
steps of 0.3 km s−1. Contours range from 8 to 17K in steps of 1K in Tmb. Lower left panel: Average C18O(2-1) emission
in the range –47.2 to –43.8 km s−1. Contours are 0.8, 1.0, 1.3, 1.6, and 2.0K. The red crosses mark the position of the
EGOs. Lower central panel: Average 13CO(2-1) emission in the range −47.0 to −42.8 km s−1. Contours range from 6.2
to 9.4K in steps of 0.8K. Lower right panel: Average 12CO(2-1) emission in the range −48.2 to −42.5 km s−1. Contours
range from 10 to 13K in steps of 1K. The color figure can be viewed online.

TABLE 2

PARAMETERS OF THE GAUSSIAN FITS FOR ClumpA AND ClumpB

Line v ∆v Tpeak Area

km s−1 km s−1 K K km s−1

ClumpA
13CO(2-1) –44.56(0.03) 5.56(0.07) 6.82 40.33(0.41)

C18O(2-1) –44.23(0.02) 4.46(0.05) 1.37 6.49(0.06)

ClumpB
13CO(2-1) –43.85(0.01) 2.56(0.08) 9.52 25.96(0.18)

C18O(2-1) –43.70(0.01) 2.61(0.03) 2.46 6.84(0.07)
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Clump BClump A

Fig. 3. Averaged 12CO(2-1), 13CO(2-1) and C18O(2-1) spectra towards ClumpA (left) and ClumpB(right).

TABLE 3

DERIVED PARAMETERS OF THE MOLECULAR COMPONENTS

τ13 τ18 Texc N(13CO) N(H2) r M(H2) nH2 Mvir
Mvir

M(H2)

K 1016 cm−2 1022 cm−2 pc M⊙ 104cm−3 M⊙

ClumpA 3.4 0.6 11.5 14.20 7.1 0.7 2400±960 2.6±1.3 1000-1670 0.41-0.69

ClumpB 1.1 0.1 14.4 4.12 2.06 0.9 1200±480 0.5±0.2 750-1240 0.62-1.0

4.2. Parameters Derived From CO Data

Bearing in mind that the spatial distribution
of the 13CO(2-1) and C18O(2-1) emission coincides
with the IRDC, we used these lines to estimate the
main parameters of the molecular gas assuming local
thermodynamic equilibrium (LTE). All the calcula-
tions were carried out from the Gaussian fits to the
lines averaged in the area of ClumpA and ClumpB
shown in Table 2. The columns list the central ve-
locity of each component v, the full-width at half-
maximum, the peak temperature, and the integrated
emission. We applied the following expression to es-
timate optical depths (e.g. Scoville et al. 1986):

T 13
mb

T 18
mb

=
1− e−τ13

1− e−τ13/7.6
, (1)

where τ13 is the optical depth of the 13CO(2-1) gas
and 7.6 = [13CO(2-1)]/[C18O(2-1)] (Sanhueza et al.
2010) is the isotope abundance ratio. The 13CO(2-1)
optical depths are indicated in Column 2 of Table 3.
To estimate the C18O(2-1) optical depth we used

τ18 =
1

7.6
τ13

(

∆v13
∆v18

)(

ν13

ν18

)2

, (2)

where ∆v is the full-width at half-maximum of the
C18O(2-1) and 13CO(2-1) profiles. The results are
listed in Column 3 of Table 3. Bearing in mind that
13CO(2-1) is moderately optically thick we calcu-
lated the excitation temperature from the 13CO(2-1)
line using

Texc =
T ∗

ln

[

(

T 13
mb

T∗
+ 1

exp(T∗/Tbg)−1)

)−1

+ 1

] , (3)

where T ∗ = hν
k , ν is the frequency of the 13CO(2-1)

line and Tbg = 2.7 K. Values estimated for Texc are
listed in Table 3.

The column density for 13CO(2-1) was derived
using Rohlfs & Wilson (2004)

N(13CO) = 2.4× 1014exp

(

T ∗

Texc

)

×
Texc

1− e−T∗/Texc

∫

τ13dv. (4)

In this case we used the approximation for τ13 > 1,

Texc

∫

τ13dv ≃ ×
τ13

1− exp(−τ13)

∫

T 13
mbdv. (5)
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Fig. 4. HCO+(1–0), HNC(1–0) and N2H
+(1–0) profiles towards ClumpA (top) and ClumpB (bottom). The color

figure can be viewed online.

This approximation helps to eliminate to some ex-
tent optical depth effects. The integral was evalu-
ated as Tmean−mb×∆v, where Tmean−mb is equal to
the average Tmb within the area of each clump.

To estimate N(H2) (Column 6 in Table 3) we
adopted an abundance [H2][

13CO]= 5×105 (Dick-
man 1978). Then, the molecular mass (Column 9
in Table 3) was calculated from the equation

M(H2) = (msun)
−1µ mH A N(H2) d

2 , (6)

where msun = 2×1033 g is the solar mass, the mean
molecular weight µ = 2.76 (which includes a relative
helium abundance of 25% by mass, Allen 1973), and
mH is the hydrogen atomic mass. In this expression
d is the distance, N(H2) is the H2 column density,
and A is the area of the source in cm−2. The effective
radius of each clump, as seen in the 13CO(2-1) line,
and the volume densities are listed in Colums 7 and
9 in Table 3.

The ambient volume densities, nH2
, was calcu-

lated assuming a spherical geometry for the clumps,
using the formula

nH2
=

M(H2)
4
3π r3µmH

. (7)

Ambient densities are listed in Column 9 of Ta-
ble 3. The parameters calculated in this work agree
with Bergin & Tafalla (2007).

The virial mass can be determined following Mac-
Laren et al. (1988):

Mvir

M⊙

= k2

[

r

pc

] [

∆v2

kms−1

]

, (8)

where r and ∆v are the radius of the region and the
velocity width measured from the Gaussian fit of the
C18O(2-1) emission, and k2 depends on the geome-
try of the ambient gas in the region, being 190 or 126
according to ρ ∝ r−1 or ρ ∝ r−2, respectively. Mvir

values are listed in Column 10 in Table 3. The ra-
tios Mvir/M(H2) suggest that both clumps may col-
lapse to form new stars; since the virial mass value is
smaller than the LTE mass value this clump does not
have enough kinetic energy to stop the gravitational
collapse.

Uncertainties in both the molecular mass derived
using LTE conditions, M(H2), and the virial mass
Mvir are affected by the distance indetermination
(15%) yielding a 30% error in M(H2) and 15% in
Mvir. Inaccuracies in the borders of the clumps orig-
inate errors in their sizes and thus additional uncer-
tainties in the masses, suggesting errors of 40% in
M(H2). Virial masses are not free of uncertainties,
because of the existence of magnetic field support
that may lead to an overestimate of the derived val-
ues (see MacLaren et al. 1988), and because of the
unknown density profile of the clump.

4.2.1. Analysis of the MALT90 Data

The MALT90 data cubes of this region show
emission of HCO+(1–0), HNC(1–0), and N2H

+(1–0)
molecules, which are the most often detected
molecules towards IRDCs (Sanhueza et al. 2012;
Rathborne et al. 2016). These molecules have critical
densities of 2×105, 3×105 and 3×105 cm−3, respec-
tively (Sanhueza et al. 2012), allowing us to infer a
lower limit for the density of the clumps. These val-
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N2H+(1-0) map

RIGHT ASCENSION (J2000)
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HNC(1-0) map
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16 52 40 38 36 34 32 30 28 26

HCO+(1-0) map
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Fig. 5. HCO+(1–0) (levs: 0.65, 0.7, 0.8 and 0.9 K), HNC(1–0) (levs: 0.7, 0.85, 1.0 and 1.15 K) and N2H
+(1–0) (levs:

0.8, 1.0, 1.2 and 1.4 K) maps. Red circles have radii equal to the effective radii of the clumps as seen in 13CO(2-1), and
are located at their position. Crosses mark the location of the EGO candidates. The color figure can be viewed online.

250 um

870 um500 um350 um

160 um

Clump B

Clump A

70 um

Fig. 6. FIR view of SDC341.232-0.268 from Herschel (70-500µm) and ATLASGAL data. The blue circles have the
same meaning as in Figure 5 and show the areas where the flux densities were integrated. The crosses mark the position
of the EGOs. Contours correspond to 20 rms. The color figure can be viewed online.

ues are higher than the H2 ambient densities derived
from CO lines (see Table 3).

Spectra of these lines, averaged over the area of
the clumps, are shown in Figure 5. By applying
a Gaussian fitting to the HCO+ and HNC lines, a
mean velocity of −46 km s−1 was derived. For the
case of the N2H

+ line, a multi Gaussian function
was applied to take into account hyperfine struc-
ture. This molecule has seven hyperfine components
in two blended groups of three lines (groups 2 and
3) and one isolated component (group 1). The rest
frequencies of groups 1, 2 and 3 are 93.176, 93.173,
and 93.171 GHz, respectively. The mean velocity is
−44 km s−1. The velocities of these lines coincide
with the systemic velocities derived from CO data.

These tracers of dense gas provide slightly differ-
ent information: HCO+ often shows infall signatures
and outflow wings (e.g. Rawlings et al. 2004; Fuller
et al. 2005). However, in our case no signs of infall
can be identified. HNC is specially preponderant in
cold gas and is a commonly used tracer of dense gas

in molecular clouds. Finally, N2H
+ is more resistant

to freeze-out on grains than carbon-bearing species
like CO.

Figure 5 shows the HCO+(1–0), HNC(1–0)
and N2H

+(1–0) maps, integrated from −47.6 to
−44.0 km s−1, −46.7 to −43.1 km s−1, and −47
to −41.4 km s−1, respectively. Both clumps are de-
tected in the three molecular lines indicating mean
densities of 105 cm−3. Carbon-bearing species, like
CO, tend to disappear from the gas phase in the high
density centers of the cores, while nitrogen-bearing
species like N2H

+ survive almost unaffected up to
much higher densities. This is evidenced in the fact
that the spacial distribution of the N2H

+ emission
is similar to that of dust continuum emission (see
Figure 6).

Following Purcell et al. (2009) we estimate the
N2H

+ optical depth and column density. Assuming
the line widths of the individual hyperfine compo-
nents are all equal, the integrated intensities of the
three blended groups should be in the ratio of 1:5:3
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under optically thin conditions. The optical depth
can then be derived from the ratio of the integrated
intensities of any group using the following equation:

∫

Tmb,1dv
∫

Tmb,2dv
=

1− exp(−τ1)

1− exp(−τ2)
=

1− exp(−τ1)

1− exp(−aτ1)
, (9)

where a is the expected ratio of τ1/τ2 under optically
thin conditions.

To determine the optical depth we used only the
intensity ratio of group 1/group 2, as Caselli et al.
(1995) report anomalous excitation of the F1,F =
1,0 → 1,1 and 1,2 → 1,2 components (in group 3).
Thus we obtained τ1 = 0.11 and 0.19 for ClumpA
and ClumpB, respectively.

Based on the expression for Tmb given by Rohlfs
& Wilson (2004), the excitation temperature for
N2H

+ can be calculated with the following formula:

Texc=4.47/ln

[

1+

(

Tmb

4.47(1− exp(−τ))
+ 0.236

)−1
]

,

(10)
and the column densities can be derived using (Chen
et al. 2013):

N(N2H
+)=

3kW

8π3νSµ2

(

Texc

Texc − Tbg

)(

τ

1− exp(−τ)

)

×Q(Texc)exp(Eu/kTexc) (11)

where k is the Boltzmann constant, W is the ob-
served line integrated intensity (obtained from a
Gaussian fit), ν is the frequency of the transition,
and Sµ2 is the product of the total torsion-rotational
line strength and the square of the electric dipole
moment. Texc and Tbg are the excitation temper-
ature and background brightness temperature, re-
spectively. Eu/k is the upper level energy in K,
Q(Texc) is the partition function at temperature Texc

and τ is the optical depth. For group 1 the values of
ν, Sµ2 and Eu/k are 93176.2526 MHz, 12.42D2 and
4.47K, respectively. These values were taken from
the SPLATALOGUE catalogue11.

We derive Texc = 17.4 and 12.5K, and
N(N2H

+) = 8.7×1013 and 8.1×1013 for ClumpA
and ClumpB, respectively. Considering an abun-
dance [N2H

+]/[H2] = 5×10−10 for dark molecu-
lar clouds (Ohishi et al. 1992) we obtain H2 col-
umn densities of 1.7 and 1.6 ×1023 for ClumpA
and ClumpB, respectively. These column densi-
ties are higher than those obtained from CO calcu-
lations. Ambient densities are nH2

≈ 1.7×105 cm−3

11SPLATALOGUE at http://www.splatalogue.net/

for each clump with an effective radii in N2H
+ of

0.53 pc. This difference may be explained by consid-
ering that the nitrogen-bearing species survive al-
most unaffected up to much larger densities that
carbon-bearing molecules.

5. WARM AND COLD DUST DISTRIBUTION

Figure 6 shows Herschel and ATLASGAL maps
(in original resolution) of the SDC341.232-0.268 re-
gion. At λ < 160 µm the beam resolution allows
to identify the emission associated with EGOs 1, 2,
and 4. Warm dust coincident with the EGOs is also
revealed by the emission in 24µm, which can be seen
in Figure 1. The presence of this emission allows us
to classify the clumps as “active”, according to the
classification of Chambers et al. (2009). These au-
thors proposed an evolutionary sequence in which
“quiescent” clumps (containing neither IR indica-
tor) evolve into “intermediate” (containing either a
“green fuzzy” or a 24 µm point source, but not both),
“active”(caracterized by the presence of a “green
fuzzy” coincident with an embedded 24µm source,
such as those observed toward EGOs 1, 2, and 4),
and “red” clumps (dominated by 8 µm emission,
which contains PAH features). At λ > 160µm two
dust clumps are detected superimposed onto more
extended submillimeter emission, indicating dust re-
lated to ClumpA and ClumpB.

The characterization of the dust properties of
these clumps is limited by the resolution of FIR
data. We study the integrated dust properties of
each clump from the spectral energy distribution
(SED) using the Herschel (160 up to 500 µm) and
ATLASGAL maps convolved at a common beam res-
olution of the 500 µm map (36′′). The flux densities
are obtained from a circular aperture photometry
integration (radius of 37.′′6 and 45.′′6 for ClumpA
and ClumpB, respectively), and subtracting a back-
ground level computed from a rectangular region
(width = 52.′′5 and height 25.′′8 in the north of the
clumps). For flux uncertainty estimation, we con-
sider the standard deviation of surface brightness in
the background region and the flux calibration un-
certainties. For each clumps, the final SED is de-
picted in Figure 7 and the fluxes and their error
bars are listed in Table 4. We perform a thermal
dust fit to the data considering a single-component
modified blackbody (grey-boby), which depends on
the optical depth, the emissivity spectral index (βd)
and the dust temperature (Td). In the optically thin
regime, the best fitting provides similar dust temper-
ature and emissivity for both clumps, with values of
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Fig. 7. Spectral energy distributions (SEDs) for ClumpA (left) and ClumpB (right), obtained from the fluxes at 160,
250, 350, and 500µm from Herschel, and 870µm from ATLASGAL. The color figure can be viewed online.

TABLE 4

MEASURED FLUXES AND DERIVED PARAMETERS OF THE FIR CLUMPS

S160 S250 S350 S500 S870 Td Mdust+gas nH2

[Jy] [Jy] [Jy] [Jy] [Jy] [K] [M⊙] [103 cm−3]

ClumpA 293±53 281±21 151±8 56±3 5.2±0.4 13.6±0.47 1536±444 1.5±0.7

ClumpB 421±53 376±21 195±8 74±3 6.3±0.6 13.5±0.47 2088±600 1.4±0.6

Td = 13.5 ± 0.47 K and βd = 2.7. These dust tem-
peratures are of the order of those found by Guzmán
et al. (2015) (18.6±0.2) for proto-stellar clumps.

For ClumpA and ClumpB, the total mass
(Mdust+gas) was calculated from the optical depth
of the dust obtained from the fit, using the following
expression

Mdust+gas =
τνfit

κ870

(

345GHz

νfit

)βd

d2Rd , (12)

where τνfit
is the dust optical depth

(= 10−26× fit amplitude), νfit=1Hz is the fre-
quency of the fit, Rd = 100 is the typical gas-to-dust
ratio, d is the distance and κ870=1.00 cm−2 gr−1 is
the dust opacity at 345GHz (Ossenkopf & Henning
1994). The mass uncertainties were computed
propagating the error bars for dust optical depth
and distance. Additional errors may result from
taking different values for the gas-to-dust ratio (in
our galaxy typical values are between 100 and 150).

The results are listed in Table 4, which includes
the derived masses of the clumps and their volume
densities. Uncertainties in masses and ambient den-
sities are about 35% and 60%, respectively. The total
masses derived from molecular gas and dust emission
are in good agrement (within errors).

6. STAR FORMATION

6.1. Search for Additional YSOs Coincident with
the IRDC

To investigate the coincidence of the IRDC with
other candidate young stellar objects (YSOs), we an-
alyze the characteristics of the point sources in the
WISE and Spitzer catalogues (Wright et al. 2010;
Benjamin et al. 2003) projected in the region. In
Figure 8 we mark the positions of Class I and II
YSO candidates identified in the area of the molec-
ular clumps. An inspection of the figure reveals that
EGOs 1, 3, and 4 coincide with identified YSOs.

To study in some detail the nature of the EGOs
we plotted their spectral energy distributions (SEDs)
using the Robitaille’s SED fitting tool (Robitaille
et al. 2007). To perform the analysis we were able to
use available data from 2MASS, IRAC-GLIMPSE,
and MIPSGAL at 24µm only. The obtained SEDs
are shown in Figure 9. Clearly, EGO 1, 3 and 4
have characteristics of YSOs, and as seen in Figure 8
coincide with additional evidence of star formation.
As regards EGO2, the fit is not good; it does not
coincide with other sources or with the molecular
clumps. So, its status is doubtful. In Table 5 we dis-
play the main parameters obtained from the SEDs.
Column 1 gives the name of the source; Columns 2
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TABLE 5

PHYSICAL PARAMETERS OBTAINED FROM THE SEDS FOR THE EGOS

Age Mstellar Menv Ṁacr L Stage

104 M⊙ M⊙ 10−4M⊙ yr−1 102L⊙

EGO1 0.13 2.1 0.7 0.1 1.3 0/I

EGO2 545 3.9 8×10−6 0 1.9 0/I

EGO3 15.7 4.1 7.1 1.4 0.8 0/I

EGO4 4.1 8.6 0.09 12.5 14.4 0/I

44.0 42.0 16:52:40.0 38.0 36.0 34.0 32.0 30.0 28.0

2
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Fig. 8. Overlay of YSOs identified in the Spitzer
and WISE catalogues and the molecular clumps in
13CO(2-1). Contours have the same meaning as in Fig-
ure 2. Yellow and blue symbols show the position of
Class I and Class II YSOs, while red crosses mark the lo-
cation of EGOs. Plus signs correspond to Spitzer sources
and diamonds to WISE ones. The color figure can be
viewed online.

and 3, the age and mass, Mstellar, of the central
source; Column 4, the mass of the envelope, Menv;
Column 5, the infall rate, Ṁacr; and Column 6, the
total luminosity. To perform the SEDs we adopted
d = 3.6± 0.5 kpc and a visual extinction of 3-4 mag.

Following Robitaille et al. (2007) an estimate of
the evolutionary stage of the sources can be obtained
based on the ratio of the infall rate and the mass of
the central source. For the four candidate EGOs the
ratio Ṁacr/Mstellar > 10−6 indicates Stage 0/I. The
age of some of the sources suggests that they are
still immersed in their envelopes. According to the

fitting, EGO4 would be the most massive object in
the sample, and EGO2 seems to be the most evolved
one. These results should be taken with caution be-
cause of the limitations of the fitting tool that may
arise from: (1) YSOs are complex 3d objects with
slightly non-axisymmetric density structures, so the
models are incorrect compared to actual density dis-
tributions; (2) there are often mixtures of sources
and many objects appear as a single YSO, but they
are often two or more objects; and (3) even in the
case of an isolated YSO variability is an additional
complication, since the data with which SEDs are
usually constructed belong to different surveys that
have been performed in different years and can pro-
duce discontinuities in the SEDs (Robitaille 2008;
Deharveng et al. 2012; Offner et al. 2012).

As pointed out before, the emission at 24µm,
detected toward EGO1, 3, and 4, suggests the exis-
tence of warm dust and embedded protostars (Jack-
son et al. 2008).

6.2. Evidence for Inflow/Outflow Motions

One way to visualize molecular outflows or infalls
is to compare the optically thick 12CO(2-1) emission
line with the optically thin C18O(2-1) molecular line
toward the candidate EGOs, as shown in Figure 10
for EGO3 and EGO4. The 12CO(2-1) line presents
a double peak structure with the blue shifted peak
brighter than the red-shifted one, and a minimum
at the systemic velocity, while the C18O(2-1) line
presents a single peak centered on the absorption dip
of the optically thick line. According to Chen et al.
(2011) these spectra display characteristics typical
of infall motions: a double-peak structure with the
blue-shifted peak brighter than the red-shifted one,
while an emission peak of an optically thin line ap-
pears centered on the absorption dip of the optically
thick line. According to these authors, the infall mo-
tion is the only process that would consistently pro-
duce the blue profile asymmetry. The blue-shifted
emission can be explained as due to high-excitation
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EGO1 EGO2

EGO4EGO3

Fig. 9. Spectral energy distribution for the four candidate EGOs. The color figure can be viewed online.
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Velocity (km/s) Velocity (km/s)

Fig. 10. 12CO(2-1) and C18O(2-1) profiles in the direction to EGO3 (left) and EGO4 (right). In both pannels red
and green lines correspond with Gaussian fits from the 12CO(2-1) double peak, and blue lines indicates a Gaussian
component fitting the possible blue outflow wings. The color figure can be viewed online.

approaching warm gas located on the far side of the
center of contraction. The emission of this gas un-
dergoes less extinction than the emission from the
red-shifted receding nearside material, given that the
excitation temperature of the molecules increases to-
ward the center of the region (Zhou 1992). Thus, the
spectra of EGO3 and EGO4 suggest the presence of
infall motions.

Following Mardones et al. (1997), we use the
asymmetry parameter δv (the velocity difference be-
tween the peaks of the optically thick line and the
optically thin lines, normalized by the FWHM of the
thin line), to quantify the blue asymmetry. The pa-

rameter is defined as δv = (vthick – vthin) / ∆vthin.
A statistically significant excess of blue asymmetric
line profiles with δv < –0.25 indicates that the molec-
ular gas is falling into the clump. We consider the
velocity and width of the C18O(2-1), from Table 2,
as vthin and ∆vthin, and calculate vthick from the
Gaussian fits of 12CO(2-1) profiles (–46.9 and –45.3
from ClumpA and ClumpB, respectively). We find,
for both ClumpA and ClumpB δv ≈ –0.06, which
supports the infall hypothesis.

The interpretation presented above is supported
by the Mvir/M(H2) ratio previously derived for the
objects. As the classical virial equilibrium analysis
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Fig. 11. Position-velocity diagram toward EGO4 in
12CO(2-1) (Dec. vs. velocity for a fixed value of
R.A. = 16:52:35). The color scale indicates Tmb and the
declination is indicated in fractions of degrees. The color
figure can be viewed online.

establishes, a ratio Mvir/M(H2) ∼

< 1 indicates that
a clump has too much kinetic energy and is unsta-
ble against gravitational collapse. Then, the derived
ratios suggest that ClumpA and ClumpB are un-
stable and could be collapsing.

For the sake of completeness, we calculate the
eventual infall rate estimated from Klaassen & Wil-
son (2007)

Ṁinf =
4

3
π nH2 µmH r2clump vinf , (13)

where nH2 is the H2 volume density, rclump is the lin-
ear radius of the infall region, and vinf is the infall ve-
locity of the material. One way to estimate the infall
velocity is considering the two layer radiative trans-
fer model of Myers et al. (1996). From the 12CO(2-1)
and C18O(2-1) spectra corresponding to ClumpA
in Figure 3, we calculated vinf = 0.53 km s−1 using
equation (9) in Myers et al. (1996). In order to get a
better estimate, we also calculated the infall velocity
using the Hill5 model (De Vries & Myers 2005) in the
PySpecKit package (Ginsburg & Mirocha 2011)12.
The Hill5 model employs an excitation temperature
profile increasing linearly toward the center, rather
than the two-slab model of Myers et al. (1996), so

12https://pyspeckit.readthedocs.io/en/latest/

hill5infall_model.html

the Hill5 model is thought to provide a better fit to
infall motions (De Vries & Myers 2005). From this
model we obtained vinf = 1.53± 0.26 km s−1. Con-
sidering this value of vinf = and the parameters listed
in Table 3, we obtained Ṁinf ≈ 7.47×10−4 M⊙ yr−1.
This result is consistent with those derived from sur-
veys of massive YSOs such as Klaassen & Wilson
(2007). ClumpB does not show clear observational
evidences of collapse.

A typical outflow appears as spatially confined
wings beyond the emission from the cloud core. For
EGO3 and EGO4, we can distinguish the presence
of 12CO(2-1) blue wings from ≈ –60 to –50 km s−1,
shown in the spectra fit in Figure 10, while the ve-
locity range of the optically thin C18O(2-1) emission
is ≈ –47 to –40 km s−1. The dashed line marks the
systemic velocity of the clumps, which coincides with
the central velocity of the C18O(2-1) line. Red wings
cannot be identified, although multiple components
in the 12CO(2-1) emission are present.

The typical signature of outflows can be seen in
the position-velocity diagram. As shown in Figure 11
for EGO4, the extension of the emission toward ve-
locities of about –55 km s−1would correspond to the
blue wings shown in Figure 10. Note that the dec-
lination of this extension and the right ascension of
the map coincide with the position of EGO4.

These characteristics suggest that, although they
are not spatially resolved, there may be outflows as-
sociated with EGO3 and EGO4.

7. SUMMARY

Based on 12CO(2-1), 13CO(2-1), and C18O(2-1)
images obtained using the APEX telescope and high
density molecular tracers from the MALT90 sur-
vey such as HCO+(1-0), HNC(1-0) and N2H

+(1-0)
we investigate the molecular component of the
IRDC SDC341.232-0.268. The 13CO(2-1) and
C18O(2-1) along with MALT90 data reveal two
molecular clumps (ClumpA and ClumpB) linked
to SDC341.232-0.268 with systemic velocities of
−44.0 km s−1, indicating a kinematical distance of
3.6±0.5 kpc. Four EGOs (EGO1 at RA,Dec =
16:52:30.3, −44:28:40.0; EGO2 at RA,Dec =
16:52:32.2, −44:28:38.0; EGO3 at RA,Dec =
16:52:34.2, −44:28:36.0 and EGO4 at RA,Dec =
16:52:37.3, −44:28:09.9) coincide with the molecu-
lar clumps. We calculate masses of 2400±960 and
1200±480M⊙, for ClumpA and ClumpB, respec-
tively, and H2 ambient densities >104 cm−3. Am-
bient densities estimated using the N2H

+(1-0) line
are higher (≈ 105 cm−3) and agree with the critical



©
 C

o
p

y
ri

g
h

t 
2

0
1

9
: 
In

st
it
u

to
 d

e
 A

st
ro

n
o

m
ía

, 
U

n
iv

e
rs

id
a

d
 N

a
c

io
n

a
l A

u
tó

n
o

m
a

 d
e

 M
é

x
ic

o
D

O
I:
 h

tt
p

s:
//

d
o

i.o
rg

/1
0

.2
2

2
0

1
/i

a
.0

1
8

5
1

1
0

1
p

.2
0

1
9

.5
5

.0
2

.1
5

302 VAZZANO ET AL.

density of this molecule, which would be tracing the
densest part of the clumps.

Both ClumpA and ClumpB are detected in the
FIR (Herschel images) at λ > 160µm. In the NIR
and MIR, at λ < 160µm (24 and 70µm), three
out of four EGOs seem to be resolved mainly at
24µm. Molecular masses derived from the emission
at 870µm are roughly in agreement with those cal-
culated from the molecular lines.

Spectral energy distributions (SEDs) for
ClumpA and ClumpB built using fluxes in the FIR
indicate dust temperatures of 13.5K, typical for an
IRDC.

Our search for additional signs of star forma-
tion indicates that some of the EGOs coincides with
young stellar objects classified as Class I detected as
point sources in the Spitzer and WISE catalogs.

Additionally, the 12CO(2-1) spectra toward
EGO3 and EGO4 present a double-peak structure
with the blue-shifted peak brighter than the red-
shifted one, and with the maximum in the 13CO(2-1)
and C18O(2-1) spectra coincident with the absorp-
tion dip, which reveals the existence of infall mate-
rial. This fact together with the values obtained from
Mvir/M(H2) ratio derived for the clumps reveal that
they would be collapsing. Blue extended wings in
the C18O(2-1) spectra are also present toward these
EGOs, suggesting the presence of outflows.
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ABSTRACT

In this paper we search for mid-range planar orbits for a spacecraft traveling in
the neighborhood of Deimos. The first task is to perform a numerical search to find
and classify mid-range natural orbits around Deimos that are dominated by Mars,
using the idea of “Quasi Satellite Orbits” (QSO). The influence of the eccentricity of
the orbit of Deimos around Mars and the irregular shape of Mars are considered in
the mathematical model, allowing an assessment of their importance. Our approach
uses two different initial positions for Deimos in its orbit around Mars, at apoapsis
and periapsis. The minimum, maximum, and average Deimos-spacecraft distances
are also obtained.

RESUMEN

En este trabajo se localizan las órbitas planas medias para un veh́ıculo espacial
que viaja en la cercańıa de Deimos. Se realiza un análisis numérico para encontrar
y clasificar las órbitas medias naturales alrededor de Deimos que están dominadas
por Marte, mediante el uso del concepto de las órbitas quasi-satelitales (QSO). El
modelo numérico considera la influencia de la excentricidad de la órbita de Deimos
en torno a Marte, aśı como la forma irregular de Marte, lo que nos permite evaluar
su importancia. Nuestro enfoque considera dos posiciones iniciales distintas para
Deimos en su órbita en torno a Marte, en apoápside y periápside. También se
calculan las distancias máximas, mı́nimas y promedio entre Deimos y el veh́ıculo
espacial.

Key Words: planets and satellites: individual (Deimos)

1. INTRODUCTION

Mars has already been the final destination and
target of observation of several missions and the in-
terest for this planet has been growing. Among the
many missions planned for the red planet, some have
the exploration or observation of its moons, Pho-
bos and Deimos, as important stages of the mis-
sion. Studying these moons remains interesting to-
day, as there are many speculations about their ori-
gin. Among some assumptions, it is possible that
they may have been formed by the agglomeration
of parts of an old body that collapsed, or that they
were formed by the ejection of material from Mars.
They could also be captured primitive bodies, such
as comets or asteroids. In this case they may contain
information about the formation of the Solar Sys-
tem (Oberst et al. 2014). The problem in planning

1National Institute for Space Research - INPE, São José
dos Campos, Brazil.

2São Paulo State University - UNESP/FEG,
Guaratinguetá, Brazil.

missions to these moons is that they have masses
much smaller than Mars. This feature makes the
spheres of influence (Araujo et al. 2008) of both
moons to be just above or even below their surfaces
(Gil & Schwartz, 2010), making it very difficult to
keep a spacecraft in orbit. Alternative and appro-
priate forms for a spacecraft to orbit these moons
were studied (Wiesel 1993) without the use of aux-
iliary thrusters, because this technique would lead
to an increase in cost with a consequent decrease
in the duration of the mission. Among the possible
alternatives, there are some types of natural orbits
that can be found in systems with major mass dif-
ferences between the bodies. These types of orbits
can be found using the circular and elliptical cases
of the restricted three-body problem and using the
small gravitational interaction of the moon to keep
the spacecraft close to it, as if it were actually orbit-
ing the body. In any case Mars dominates the motion
of the spacecraft. They are called “Quasi-Satellite

305
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Orbits” (QSO) (Benest 1976; Kogan 1989, 1990; Li-
dov & Vashkov’yak 1993, 1994; Mikkola et al. 2006;
Gil & Schwartz 2010). Their use has been consid-
ered for future missions to the moons of Mars. Some
examples of these types of missions are: Phobos and
Deimos and Mars Environment (PADME) (NASA,
2018), DePhine - Deimos and Phobos Interior Ex-
plorer (Wiesel 1993) and Martian Moons Explorer
(MMX) mission (Campagnola et al. 2018). There
are also cases where the spacecraft can be placed at
large distances from the moon and in retrograde mo-
tion, which are the so called “Distant Retrograde Or-
bits” (DRO) (Lam & Whiffen 2005; Villac & Aiello
2005; Whiffen 2003). Quasi-periodic orbits located
further away can also be found around other bodies
of the Solar System, like Mercury, as shown in Ma &
Li, (2013). In the Solar System it is also possible to
find different types of orbits around moons, as can be
seen in Carvalho et al. (2012), Gomes & Domingos,
(2016), Santos et al. (2017) and Cinelli et al. (2019).
Phobos, the largest and closest moon of the Mar-
tian system, has been the main objective of many
studies (Gil & Schwartz 2010). The main goal of the
present paper is to show some differences and also
peculiarities of orbits around Deimos, the smallest
and most distant moon of Mars. The average radius
of Deimos is 6.2 km (JPL/NASA, 2019a) and its dis-
tance from Mars is 23,458 km (JPL/NASA, 2019b).
It is highly non-spherical and very much like Type I
and II asteroids, which are composed of rocks rich in
carbonaceous material. The eccentricity of the orbit
of Deimos is small.

To study how to observe Deimos using QSO-type
orbits, a numerical search will be performed and the
orbits will be selected according to the measured
values of the maximum, minimum and average dis-
tances between the spacecraft and Deimos over a cer-
tain time. In that sense, maps of those quantities will
be obtained to help to find adequate orbits.

The purpose of these measurements is to offer
ranges of options (not just stand-alone orbits) for
a mission to Deimos. In particular, it is desired to
find mid-range orbits to place a spacecraft when it
arrives in the system. Those orbits are very ade-
quate to make the first measurements of Deimos be-
fore a closer orbit is selected. An orbit that causes
the spacecraft to oscillate between distances from 40
to 200 km from the center of Deimos is considered
to follow this criterion. This is a study similar to
the one for Phobos in Cavalca et al. (2018). The
goal is to complete the study of orbits to observe
both moons of Mars. It is interesting for a mission
to have some variations in the distance between the

spacecraft and Deimos, because in this way it is pos-
sible to observe the moon from different locations.
It is also important not to go too close to the moon,
to avoid a risk of collision, while going too far from
the moon increases the risk that the spacecraft will
escape from the vicinity of Deimos. In that sense,
mid-range orbits are adequate, because they allow
the spacecraft to approach Deimos at a distance as
short as possible, without the risk of crashing. In
particular, Deimos has a very irregular shape and
these types of orbits are also interesting because they
are located at a safe distance from collision, and they
are not much affected by the shape of Deimos. The
idea is to use these mid-range orbits to make the
first scientific observations of Deimos, to measure its
gravitational field with more accuracy and to better
analyze its surface. After these preliminary analy-
ses the aim is to prepare a final approach to Deimos
placing the spacecraft in lower orbits, or even landing
on its surface. Some related examples can be found
in Zamaro & Biggs, (2016), Akim et al. (2009) and
Tuchin (2008).

To describe the motion of the spacecraft around
Deimos and Mars, the restricted planar elliptic three-
body problem (Szebehely 1967; Domingos et al.
2008) added to the acceleration due to the non-
spherical shape of Mars, represented by the term J2

(Sanchez et al. 2009) is used. In this model, Mars is
called the primary body, because it has the largest
mass of the system. Deimos is called the secondary
body. Finally, the spacecraft is assumed to have a
negligible mass. The primary and secondary bodies,
Mars and Deimos, rotate in elliptical orbits around
their common center of mass. The spacecraft travels
around these bodies without influencing them. In
addition to the gravitational force, we will also con-
sider the effects of the non-spherical form of Mars,
by adding the J2 term of its gravitational potential.
The non-spherical shape of Deimos is not included
in the model because it has only very small effects at
the distances considered in the present paper. An-
other objective of this paper is to measure the in-
dividual contribution of each force included in the
mathematical model of the final trajectories. This is
done by measuring the effect of each force during the
integration time. This type of study was made for
the gravity field of the Earth in Sanchez, Prado &
Yokoyama (2014), and adapted for the Mars-Phobos
system in Cavalca et al. (2018). The present paper
will study different possibilities for the mathematical
model to show the relevance of certain parameters in
the search for mid-range trajectories around Deimos.
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The results will be shown in color maps where it
is possible to identify the maximum, minimum and
average distances spacecraft-Deimos as a function of
the initial conditions of the spacecraft with respect
to Deimos. From these results the mission designer
can select the most appropriate orbits according to
the goals of the mission. It is also possible to iden-
tify regions and families of orbits with certain char-
acteristics. The influence of the position of Deimos
with respect to Mars in the trajectories will also be
studied. In this case, two opposing positions will be
considered: periapsis and apoapsis.

The present paper has the following objectives:(i)
to find and classify orbits to observe Deimos, which
can keep a spacecraft in mid-range distances from
Deimos over a given time; (ii) to measure the impor-
tance of the eccentricity of the orbit of Deimos, even
if small, in the orbits found; (iii) to investigate the
contribution of each force that acts in the dynamics
of the system, and so to be able to measure which
ones are the most relevant; (iv) to analyze the effects
of the initial position of Deimos with respect to Mars
in the trajectories of the spacecraft.

2. MATHEMATICAL MODEL

Next, the mathematical model, the parameters
and other data used and calculated during the sim-
ulations are presented, as well as the forces that in-
fluence the dynamics of the system, and the criteria
to select and classify the orbits. The main idea is
to build general maps that can show different pos-
sibilities of orbits. Thus, these maps can serve as
catalogs, to be used according to the mission re-
quirements, contributing to the choice of the best
parameters to accomplish a mission. First, the ini-
tial conditions of the spacecraft relative to Deimos
are chosen, that is, the initial distance between the
spacecraft and Deimos and the initial components of
the velocity vx and vy of the spacecraft. Then, the
trajectory is numerically integrated over the given
time. Next, the distances spacecraft-Deimos during
the whole period of the natural trajectory are calcu-
lated. Then the averages, minimum and maximum
distances reached by the spacecraft from Deimos are
shown. Each type of orbit can be used for a cer-
tain stage of a mission. The results show that the
average distances follow the same behavior of the
maximum distances, while the minimum distances
present small variations.

Equations 1 and 2 are the equations of motion of
the spacecraft according to the model adopted. The
first two terms of the equations refer to the restricted
elliptic three-body problem, where m1, m2 and m3

are, respectively, the masses of Mars, Deimos and the
spacecraft. Mars and Deimos, calledM1 andM2, ro-
tate in elliptical orbits around their center of mass.
The spacecraft, called M3, travels around these bod-
ies and in the same plane, but without influencing
the motion of M1 and M2. The third terms of the
right side of the equations refer to the acceleration
due to the non-spherical shape of Mars, represented
by the term J2 of its gravity field (Sanchez et al.
2009).

ẍ = −Gm1

(

x− x1

r31

)

−Gm2

(

x− x2

r32

)

−Gm1J2r
2
M1

(

3x

2r51

)

, (1)

ÿ = −Gm1

(

y − y1
r31

)

−Gm2

(

y − y2
r32

)

−Gm1J2r
2
M1

(

3y

2r51

)

, (2)

where the universal gravitational constant is indi-
cated by G; r1 is the distance from the spacecraft
to M1 (Mars); r2 is the distance from the spacecraft
to M2 (Deimos); the radius of Mars is rM1

; and the
position of the spacecraft is indicated by x, y.

Then, the process to obtain the desired orbits
starts by choosing the values of the initial condi-
tions, position and velocity, and the total integration
time of each orbit. During the integration the aver-
age, maximum and minimum distances spacecraft-
Deimos are calculated. This is repeated for each or-
bit. Finally, the distances are classified and used to
build maps. Equation 3 shows the calculation of the
average distance spacecraft-Deimos (ravg) (Prado
2015), where r2 is the distance between the space-
craft and Deimos and the total integration time is
given by T .

ravg =
1

T

∫ T

0

r2 (t) dt. (3)

Next, the algorithm used to search for the natu-
ral orbits around Deimos is described. At first, Mars
and Deimos are assumed to be fixed on the x-axis in
the fixed reference system. A spacecraft is placed
in this same system and aligned in the x-axis, at a
given distance from Deimos. Since all orbits inter-
sect the x-axis at some point, conducting a search
restricted to this line is enough to map all the or-
bits around Deimos. Figure 1 shows, in the inertial
system, Mars, Deimos and the spacecraft, as well as
the initial conditions (position and velocity), which
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Fig. 1. Illustration of the problem showing the Mars-
Deimos system and the initial conditions that define each
orbit: the initial distance between Deimos and the space-
craft on the x-axis is indicated byD; and the components
of the initial velocity of the spacecraft are indicated by
vx and vy. The color figure can be viewed online.

identify each orbit: D, the initial distance between
the spacecraft and Deimos; and vx and vy, the com-
ponents of the initial velocity of the spacecraft.

Based on Figure 1, it is possible to calculate the
complete set of initial conditions of the spacecraft
and then to make the numerical integrations of the
equations of motion over the given time. During
the numerical integrations the possibility of collisions
of the spacecraft with Deimos is tested. The aver-
ages, minimum and maximum distances between the
spacecraft and Deimos are calculated for each trajec-
tory. These results are presented in the form of maps
that will assist the mission designer in selecting the
most appropriate orbits for each stage of the mis-
sion. The classification of those orbits shows orbits
that are close to Deimos, but that respect some given
limit to avoid collisions and escapes. On the other
hand, it is possible to identify orbits that stay at
longer distances from Deimos, including some that
leave the neighborhood of Deimos. This type of or-
bit can be used to naturally transfer the spacecraft
from an orbit closer to Deimos to an orbit around
Mars located far from Deimos. Depending on the
purpose of the mission, near or distant orbits can be
selected as ideal. To have a better view of the trajec-
tories, they will be plotted in the fixed and rotating
system.

The study of the contribution of each force that
acts in the system, which is made by integrating each
force along the time, is presented. It follows Prado
(2013), who studied the perturbation suffered by a
spacecraft by the gravity fields of the Sun and the
Moon. (For different systems and situations see also
Prado 2014; Sanchez & Prado 2017; Sanchez, How-
ell & Prado 2016; Short et al. 2016; Santos et al.
2015; Oliveira et al. 2014; Oliveira & Prado 2014;

Carvalho et al. 2014). Four types of integrals can
be used to identify different aspects of the problem.
These integrals are given by:

1.
1

T

∫ T

0

|a| dt. (4)

2.
1

T

∫ T

0

avdt, (5)

where av =< a, v̂ > and v̂ =
v

|v|
.

3.
(

p2x + p2y + p2z
)

1

2 , (6)

where pk =
1

T

∫ T

0

akdt,with k = x, y, z.

4.
(

p2x + p2y + p2z
)

1

2 , (7)

where pk =
1

T

∫ T

0

Akdt,with k = x, y, z.

Here, a indicates the acceleration due to the force
under study; v the velocity of the spacecraft; Ak

the difference between the total acceleration and the
Keplerian term of the acceleration, considering the
same set of initial conditions and time; and T the
final time of integration of the trajectory. The bold
letters indicate vectors. The trajectory can be calcu-
lated for any desired time and the greater the time
the greater the value of the integral. To exemplify,
we can choose two trajectories close to Deimos, with
only one of them colliding with Deimos. Analyz-
ing only the value of the integral we could conclude
that the trajectory that does not collide would be
more disturbed than the other, because the integra-
tion time was smaller. In order to avoid this error,
the value of the integral is multiplied by the normal-
ization factor 1/T . Using this technique it is possible
to compare trajectories with different durations.

For this work, the first type of integral is used,
which consists in measuring the total acceleration
suffered by the spacecraft. The second type of inte-
gral measures the variation of energy of the space-
craft due to each force. If it is negative, the force re-
moves energy from the spacecraft. Otherwise, when
it is positive, energy is added to the spacecraft. The
third type of integral is calculated for each compo-
nent of the acceleration. It also considers compen-
sation for negative and positive effects. The fourth
type of integral measures the difference between the
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TABLE 1

PHYSICAL AND ORBITAL PARAMETERS OF MARS AND DEIMOS

Celestial Average GM J2 Semi-major Eccentricity

Body radius (km) (km3/s2) axis (km)

Mars 3396.19 42828.0 0.00195 − −

Deimos 6.2 9.85× 10−5 − 23458 0.0002

accelerations of a Keplerian orbit and a disturbed or-
bit having the same initial conditions. Studies that
use the first and second type of integral in the con-
struction of perturbation maps, whose objective is to
identify regions of low perturbations, can be found
in Sanchez, Howell & Prado, (2016).

3. RESULTS

In this section, the results of the simulations are
presented, considering several sets of initial condi-
tions. Initially, a 30-day integration time is consid-
ered for the orbit, like in Gil & Schwartz, (2010) and
Cavalca et al. (2018), to keep the same values used in
the literature in order to compare the results. Longer
times will be tested later. Table 1 shows the orbital
and physical parameters of Mars and Deimos found
in the JPL HORIZONS System3.

Combining the possible values of the initial con-
ditions of the spacecraft relative to Deimos (D and
the components of the velocity vx and vy), many fig-
ures can be drawn. The figures are presented in the
form of color maps, showing the minimum, maxi-
mum and average spacecraft-Deimos distances. The
regions indicating collisions of the spacecraft with
Deimos are shown in white. Using those maps it is
possible to identify the regions of interest and, if nec-
essary, to make a more detailed search using smaller
steps for the variables to find more accurate initial
conditions. Some of the trajectories are also plotted
to analyze their behavior.

Initially, the simulations consider the most com-
plete model, where Mars has a non-spherical shape
and Deimos is in an eccentric orbit. Afterwards, a
new simulation is performed considering the same set
of initial conditions, but with Mars having a spheri-
cal shape and Deimos in a circular orbit. In this way
it is possible to analyze the influence of each force
on the trajectory of the spacecraft and to compare
the results with a more realistic model. The study of
the integrals of the accelerations present in the dy-
namics is also made, to quantify the contribution of
each force acting in the trajectory of the spacecraft.

3https://ssd.jpl.nasa.gov/?horizons

Figures 2 and 3 show the maximum (Dmax), min-
imum (Dmin) and average (Davg) distances between
the spacecraft and Deimos. The distances are pre-
sented as a function of the initial distance D (km) on
the horizontal axis and the velocity vx (km/s) on the
vertical axis. The orbits begin at the moment when
Deimos is at periapsis. The choices of these param-
eters are made after preliminary simulations vary-
ing all the parameters of the initial conditions and
then selecting the most interesting ones. For the ini-
tial velocity vy it was observed that a fixed value of
−0.003 km/s generated orbits that were at short and
mid-range distances from Deimos. For the initial dis-
tance, the rangeD from 40 to 50 km showed to be ad-
equate, as was a range of values for vx from−0.003 to
0.003 km/s. There were 35,760 trajectories that sur-
vive for up to 30 days and 24,340 trajectories not sur-
viving that long, making a total of 60,100 trajecto-
ries. Each orbit is identified by a point on the graph
that gives a specific value of D (horizontal axis) and
vx (vertical axes). Using this technique, it is possi-
ble to show the distances spacecraft-Deimos to select
the orbits of interest. The values of Dmax, shown
in Figure 2(a), range from 80.24 to 22,330.45 km.
The values of Dmin, Figure 2(b), go from 16.00 to
45.43 km. The values of Davg, Figure 2(c), go from
61.66 to 10,553.13 km. From the figures it is possible
to identify that the trajectories that remain closer to
the moon are located in the central part of the plot,
where the lowest values of Dmax (Figure 2a), below
200 km, are located. This corresponds to 22.55%
of the total number of solutions (the solutions that
end in collisions divided by the number of solutions
that survive for 30 days). The lowest values of Davg

(Figure 2c), below 100 km, correspond to 22.33% of
the total solutions. It is also observed that there is
a correspondence in the dispersion of the orbits, for
both the closer and the distant ones. There is also
symmetry with respect to the y axis for vx equal to
zero. However, the minimum distance values, Fig-
ure 2c, behave almost inversely when compared to
the maximum and average values. The highest val-
ues ofDmin, between 40.00 and 45.46 km, are located
in the same region where Dmax and Davg have the
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310 CAVALCA ET AL.

(a) Maximum distances spacecraft-Deimos. (b) Minimum distances spacecraft-Deimos.

(c) Average distances spacecraft-Deimos.

(d) Trajectory of the spacecraft for T = 30
days, Dmax = 22, 330.4563 km, Dmin =
16.3177 km, Davg = 10, 499.3097 km.

(e) Trajectory of the spacecraft for T =
150 days, Dmax = 46914.6094 km, Dmin =
16.3177 km, Davg = 32705.8703 km.

Fig. 2. Maximum, minimum and average spacecraft-Deimos distances, in km, as a function of D (km) and vx (km/s),
considering vy = -0.003 km/s and that Deimos is at the periapsis of its orbit around Mars. Parts (d) and (e) show the
trajectory with maximum Dmax. The color figure can be viewed online.

lowest values. These trajectories are close to Deimos,
but at safe distances from it, to avoid risks of colli-
sion. These trajectories are excellent options to place
a spacecraft. The lowest values of Dmin, which are
between 16.00 and 20.00 km, can be found, in most
cases, at the limits between the areas of high values
of Dmax (over 200 km) and Dmin (over 100 km) and

areas that indicate a collision, the blank areas. This
indicates that these regions are not good options for
the spacecraft: they take the spacecraft far away
from the moon, but can, sometimes, pass very close
and even collide with Deimos. Figures 2(d) and 2(e)
show the trajectory with maximum Dmax. The ini-
tial conditions are: D = 49.9 km, vx = 0.0012 km/s,
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TABLE 2

THE FIVE ORBITS WITH SMALLEST Dmax (km) AROUND DEIMOS1

D vx Davg Dmin Dmax D∗

avg D∗

min D∗

max Davg −D∗

avg Dmin −D∗

min Dmax −D∗

max

(km) (km/s) (km) (km) (km) (km) (km) (km) (km) (km) (km)

46.4 0 64.0228 45.3666 80.2416 61.6881 42.8124 85.1829 2.3347 2.5542 −4.9413

46.3 0 64.1237 45.4357 80.2701 61.7661 42.9782 84.6516 2.3576 2.4575 −4.3815

46.4 −0.00001 64.0212 45.3513 80.3273 61.6866 42.8118 85.1780 2.3346 2.5395 −4.8507

46.4 0.0001 64.0258 45.3519 80.3292 61.6914 42.8115 85.1919 2.3344 2.5404 −4.8627

46.3 0.00001 64.1268 45.4206 80.3681 61.7693 42.9774 84.7016 2.3575 2.4432 −4.3335

1Assuming vy = -0.003 km/s, Deimos initially at periapsis, e = 0.0002, J2 = 1960.45×10−6, T = 30 days. Corresponding
results for the circular and spherical model are represented by an asterisk (∗).

TABLE 3

THE FIVE ORBITS WITH SMALLEST Dmax (km) AROUND DEIMOS*

D vx Davg Dmin Dmax D#
avg D#

min D#
max Davg −D#

avg Dmin −D#
min Dmax −D#

max

(km) (km/s) (km) (km) (km) (km) (km) (km) (km) (km) (km)

45.1 0 62.8565 45.0877 78.4059 65.5536 44.2349 91.7359 −2.6971 0.8528 −13.3300

45.2 0 62.7707 45.0094 78.4426 65.4260 44.3376 90.6978 −2.6553 0.6719 −12.2552

45.1 0.00001 62.8581 45.0678 78.5177 65.5567 44.2349 91.6955 −2.6986 0.8329 −13.1778

45.1 −0.00001 62.8565 45.0678 78.5178 65.5519 44.2349 91.7801 −2.6954 0.8329 −13.2623

45.2 0.00001 62.7722 44.9944 78.5269 65.4291 44.3370 90.7108 −2.6569 0.6574 −12.1838

*Assuming vy = −0.003 km/s, circular orbit for Deimos and spherical shapes for the bodies and T = 30 days. Corre-
sponding results for the elliptical and flat body models are represented by D#

max. Deimos is assumed to be initially at
periapsis.

vy = −0.003 km/s and two simulation times were
used: 30 and 150 days. They show clearly that the
spacecraft goes away from Deimos and enters an or-
bit around Mars that is co-orbital with Deimos. Fig-
ures 3(a), 3(b) and 3(c) show results corresponding
to Figures 2(a), 2(b) and 2(c), but now the model
does not consider the effects of the flattening of Mars.
The main difference is the reduction of the central
blue region, which means that the maximum dis-
tances increase in this region. It happens for maxi-
mum and average distances. Therefore, the flatten-
ing of Mars helps to keep the orbits closer to Deimos
in this region.

Table 2 shows the values of the maximum, mini-
mum and average distances for the five closest orbits
to Deimos, that is, those with lowest values of Dmax.
Note that the trajectories keep the spacecraft in the
distance range 80.24-80.36 km from Deimos over 30
days, without the need of orbital maneuvers. This
means that they are good options to place the ve-
hicle. The values corresponding to the model where
Deimos is in a circular orbit and Mars has spherical
shape are also presented, indicated by an asterisk
(∗). Analyzing the differences between the values of
the most complete and the simplest model, one can

see the importance of considering a more realistic
model. Note that, when considering spherical bod-
ies and circular orbit for the moon, the errors are of
the order of 4.33 to 4.94 km for the maximum dis-
tances; 2.44 to 2.55 km for the minimum distances
and 2.33 to 2.35 km for the mean distances, over a
period of 30 days. Note also that, when considering
the simpler model, the values of maximum distances
are overestimated. This is shown by the negative val-
ues of the last column of Table 2. The values of the
mean and minimum distances are underestimated,
as shown by the positive values in Columns 9 and
10 of Table 2. Figure 4 shows the trajectories with
both models obtained with the data given by the first
line of Table 2. The trajectories for the other lines
of the table are very similar and they are omitted
here. The left side considers the best model (ellipti-
cal orbit for Deimos and a flat body for Mars) and
the right side the simplified model (circular orbit for
Deimos and a spherical body for Mars). Note that
the best model gives a near periodic orbit, while the
simple model gives an orbit with some oscillations in
the spacecraft-Deimos distance.

Table 3 shows the comparison between the sim-
plified and the more complete model, over 30 days.
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(a) Maximum distances spacecraft-Deimos neglecting
the flattening of Mars.

(b) Minimum distances spacecraft-Deimos neglecting
the flattening of Mars.

(c) Average distances spacecraft-Deimos neglecting the
flattening of Mars.

Fig. 3. Maximum, minimum and average spacecraft-
Deimos distances, in km, as a function of D (km) and
vx (km/s), considering vy = -0.003 km/s. The model
considers e = 0, J2 = 1960.45× 10−6, and T = 30 days.
The color figure can be viewed online.

In this case, the simplified model is used as a ref-
erence. Note that the trajectories with the lowest
values of maximum distances have initial conditions
different from those of Table 2, where the reference
case used the most complete model. The lowest max-
imum distance for the complete model shown in Ta-

(a) Model considering an el-
liptical orbit for Deimos and
a flat body for Mars.

(b) Model considering a cir-
cular orbit for Deimos and a
spherical body for Mars.

Fig. 4. Trajectories associated with the first line of Ta-
ble 2 in the rotating frame. The color figure can be
viewed online.

(a) Model considering an el-
liptical orbit for Deimos and
a flat body for Mars.

(b) Model considering a cir-
cular orbit for Deimos and a
spherical body for Mars.

Fig. 5. Trajectories associated with the first line of Ta-
ble 3 in the rotating frame. The color figure can be
viewed online.

ble 2 occurs for D = 46.40 km and vx = 0 km/s,
and the value is Dmax = 80.24 km. The lowest
maximum distance obtained when considering the
model simulated in Table 3 occurs for D = 45.10 km
and vx = 0.00 km/s, and it is Dmax = 78.40 km.
Considering this last set of initial conditions for the
most complete model, we have a maximum distance
of 91.73 km. In Table 3, the five closest trajecto-
ries are presented considering vy = −0.003 km/s, a
circular orbit for Deimos and a spherical shape for
the bodies. The simulation time is equal to 30 days.
The corresponding results considering the most com-
plete model are indicated by D#

max. The values of
Dmax−D#

max vary from −12.18 to −13.33 km, that
is, they are all negative, which shows that the val-
ues of Dmax are underestimated for the orbits near
Deimos. This important fact should be noted.

Next, Figure 5 shows the trajectories with both
models, obtained with the data of the first line of
Table 3. The trajectories for the other lines of the
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TABLE 4

TEMPORAL EVOLUTION OF A SINGLE ORBIT WHIT DEIMOS AT PERIAPSIS*

T (days) 5 15 30 60 90

Dmax (km) 80.2362 80.2416 80.2416 80.2416 80.2416

Dmin (km) 45.3702 45.3703 45.3667 45.3639 45.3639

Davg (km) 64.1184 64.1287 64.0227 64.0606 64.0811

PertDeimos 2.41 2.41 2.41 2.41 2.41

10−8 (km/s2)

PertMars 7.01 7.00 7.00 7.00 7.00

10−5 (km/s2)

PertJ2Mars 4.32 4.32 4.32 4.32 4.32

10−9 (km/s2)

*D = 46.4 km, vx = 0, vy = −0.003 km/s, considering e = 0.0002 and J2 = 1960.45 × 10−6 for the simulation times:
5, 15, 30, 60, and 90 days.

Fig. 6. Perturbation due to Deimos in km/s2 as a func-
tion of D (km) and vx (km/s). The color figure can be
viewed online.

table are very similar and they are omitted here. The
left side considers the best model (elliptical orbit for
Deimos and a flat body for Mars) and the right side
the simplified model (circular orbit for Deimos and
a spherical body for Mars). Note that the simple
model gives a near periodic orbit, while the best
model gives an orbit with some oscillations in the
spacecraft-Deimos distance.

To show the influence of each force on the dy-
namics of the system, the integral tests will be car-
ried out (Prado 2013). These tests are performed
integrating the individual acceleration of each force
for the total time of the trajectory, and then dividing
it by the total integration time. In Sanchez, Prado
& Yokoyama, (2014) a similar study was made for
another system. Dividing the total result by the in-
tegration time, we obtain the average effect of each
force acting during the whole trajectory. Using this

information it is possible to identify the importance
of each force.

Figure 6 shows the contribution due to Deimos, in
km/s2, using the same initial conditions of Figure 2.
The effect due to the gravity of Deimos (PertDeimos)
varies from 1.38 × 10−9 to 2.88 × 10−8 km/s2. The
highest values are located near vx = 0, including the
same area where the trajectories closer to Deimos are
located (with the smallest values of Dmax and Davg),
which is the best region to select orbits. With a sim-
ilar analysis for the other forces, it is possible to find
the contribution of the gravitational field of Mars,
which is approximately 7.07 × 10−5 km/s2, at least
three orders of magnitude stronger than the effect
of Deimos. This measurement confirms that these
types of orbits are dominated by the gravitational
field of Mars, while Deimos is only a perturbation.
This is an interesting result, because it quantifies
the effect expected by the QSOs, where the larger
mass dominates the dynamics of the system. The
contribution of the term J2 due to the gravitational
potential of Mars is of the order of 4.30×10−9, which
is four times smaller than its equivalent in the Kep-
lerian term of the gravity field of Mars. It is also one
order of magnitude smaller then the effect of Deimos,
which means that its effect needs to be included in
the dynamical model. Finally, through this study, it
is possible to quantify and estimate the forces that
influence the motion of the spacecraft.

The next step is to verify the behavior of those
orbits over longer times. Table 4 shows the distance
(km) and the disturbance level (km/s2) for simu-
lation times of 5, 15, 30, 60, and 90 days. It is
clear that some QSOs can “survive” for longer pe-
riods of time. The model considered has an ellipti-
cal orbit for Deimos and a flat Mars, so e = 0.0002
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TABLE 5

THE FIVE ORBITS WITH SMALLEST Dmax (km) AROUND DEIMOS1

D vx Davg Dmin Dmax D∗

avg D∗

min D∗

max Davg−D∗

avg Dmin−D∗

min Dmax−D∗

max

(km) (km/s) (km) (km) (km) (km) (km) (km) (km) (km) (km)

43.8 0 61.1860 43.7992 75.9347 63.8417 43.8000 89.1615 −2.6557 −0.0008 −13.2269

43.8 −0.00001 61.1852 43.7469 76.2244 63.8406 43.7997 89.1683 −2.6554 −0.0527 −12.9439

43.8 0.00001 61.1883 43.7472 76.2267 63.8440 43.8001 89.1563 −2.6558 −0.0529 −12.9297

43.8 −0.00002 61.1860 43.6957 76.5163 63.8408 43.7996 89.1749 −2.6548 −0.1039 −12.6587

43.8 0.00002 61.1920 43.6923 76.5198 63.8477 43.7996 89.1558 −2.6556 −0.1073 −12.63606

1Assuming vy = −0.003 km/s, Deimos initially at its apoapsis, e = 0.0002, J2 = 1960.45 × 10−6, T = 30 days.
Corresponding results for the circular and spherical model are represented by an asterisk (∗).

and J2 = 1960.45 × 10−6, and Deimos at periap-
sis when the motion starts. The initial conditions
of the trajectory are: D = 46.4 km, vx = 0 and
vy = −0.003 km/s. The values of distances and
perturbations remained stable during the time sim-
ulated. Remember that each individual result of the
integrals of the accelerations is divided by the total
integration time, to obtain a normalized number.

The trajectory indicated in Table 4 is shown in
Figures 7 and 8, over 5, 15, 30, 60, and 90 days. The
trajectory is shown in the fixed and rotating system.
Deimos is plotted to scale and fixed in the origin of
both coordinate systems. The trajectory illustrates
very well the stability of the numbers related to it,
as shown in Table 4. Note that when integrating for
longer times the spacecraft completes more revolu-
tions, but all of them have the same pattern.

Now, we study this problem considering the ini-
tial position of Deimos at apoapsis. The results are
shown in Figure 9 and Table 5. In Figure 9 the
same set of initial conditions used to make Figures 2
and 3 is considered: the initial vertical component
of the velocity vy is fixed in −0.003 km/s, the initial
distance D ranges from 40 to 50 km and the hori-
zontal component of the initial velocity ranges from
−0.003 to 0.003 km/s. The maximum, minimum
and average spacecraft-Deimos distances have a be-
havior similar to the one observed when Deimos is at
periapsis. The lower values of Davg (Figure 9c), be-
low 100 km, follow the smaller values of Dmax (Fig-
ure 9a), below 200 km, while the values of Dmin be-
have in an opposite way. However, the results with
the lowest Dmax (Figure 9a) and Davg (Figure 9c)
are shifted to the left with respect to Figures 2(a)
and 2(c). This means that the initial position of
Deimos influences the trajectories. For Figure 9, the
lowest values of Dmax correspond to 31.03% of the
total solutions, and the lowest values of Davg corre-
spond to 17.52% of the total solutions. Comparing

(a) 5 days, fixed system. (b) 5 days, rotating system.

(c) 15 days, fixed system. (d) 15 days, rotating system.

(e) 30 days, fixed system. (f) 30 days, rotating system.

Fig. 7. Time evolution of trajectories obtained using
Deimos at periapsis, D = 46.4 km, vx = 0, vy =
−0.003 km/s, considering e = 0.0002, J2 = 1960.45 ×

10−6 for the simulation times 5, 15 and 30. The color
figure can be viewed online.
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(a) 60 days, fixed system. (b) 60 days, rotating system.

(c) 90 days, fixed system. (d) 90 days, rotating system.

Fig. 8. Time evolution of trajectories obtained us-
ing Deimos at periapsis D = 46.4 km, vx =
0, vy = −0.003 km/s, considering e = 0.0002,
J2 = 1960.45× 10−6 for the simulation times 60 and 90
days. The color figure can be viewed online.

the lowest values of Dmax and Davg with those found
when Deimos is at periapsis, 22.55% and 22.33%, re-
spectively, there is an increase of 8.48% for Dmax

and a decrease of 4.81% for Davg when Deimos is
initially at apoapsis. The Dmax values, Figure 9(a),
range from 75.93 to 23,534.69 km, that is, a range
of values larger than the one found when Deimos
is at periapsis, 80.24 to 22,330.45 km. The trajec-
tory for the Dmax = 22,330.45 km is similar to the
one shown in Figure 2, and the spacecraft goes away
from Deimos to enter an orbit around Mars that is
co-orbital with Deimos. The values of Dmin, Fig-
ure 9(b), range from 16.00 to 43.79, that is, a range
of values larger than the one found when Deimos at
periapsis, 16.00 to 45.43 km. The Davg values, Fig-
ure 9(c), range from 57.63 to 11,173.67 km, that is, a
range of values larger than when Deimos is at periap-
sis, from 61.66 to 10,553.13 km. The values of Dmax

and Davg are the most influenced by the position
of Deimos, presenting smaller minimum values and
larger maximum values when Deimos is at apoapsis.
Figures 9(d), 9(e) and 9(f) show the results corre-
sponding to Figures 9(a), 9(b) and 9(c), but now the
model does not consider the effects of the flattening
of Mars. The main difference is a slight reduction of
the central blue region, which means that the maxi-

mum distances increase in this region. This happens
for the maximum and average distances.

Table 5 shows the five trajectories with the small-
est values of Dmax, obtained with Deimos at apoap-
sis. The initial conditions have the values D =
43.8 km, vx = 0, ± 0.001 or 0.002 km/s and val-
ues of the maximum distances in the interval 75.90
to 76.50 km. In Table 2, Deimos is initially at pe-
riapsis, and the initial conditions were D = 46.30
or 46.40 km, vx = 0.000 or ±0.001 km/s and values
of maximum distances in the interval from 80.20 to
80.30 km. Comparing the values shown in Tables 5
and 2, it is clear that the values of the initial distance
D and the maximum distances are smaller when the
moon is at apoapsis than when it is at periapsis.

Table 5 also shows that, when considering the
simplest model (with circular orbits and a spheri-
cal shape for Mars) the differences for the minimum
distance are between zero and 0.1 km; for the av-
erage distance they are around 2.65 km and for the
maximum distance between 12.6 and 13.2 km, for
an integration time of 30 days. The negative values
of the last column of Table 5 imply that, when con-
sidering the simplest model, we overestimate Dmax.
Comparing these results with those of Table 2, (for
the periapsis case) it is observed that the values of
the last column are of the order of 4 to 5 km, also
negative, therefore smaller in magnitude than those
presented in Table 5. This means that, when con-
sidering the simpler model in the apoapsis case, the
values of the maximum distances are overestimated,
as occurred in the periapsis case, but the errors are
now about three times larger.

Figure 10 shows the trajectories with both mod-
els obtained with the data given by the first line of
Table 5. The trajectories for the other lines of the ta-
ble are very similar and they are omitted here. The
left side considers the best model (elliptical orbit for
Deimos and a flat body for Mars) and the right side
the simplified model (circular orbit for Deimos and a
spherical body for Mars). Note that the best model
gives a near periodic orbit (but not periodic or quasi-
periodic in terms of the known definitions), while the
simple model gives an orbit with some oscillations in
the spacecraft-Deimos distance.

To conclude this study, the trajectory with the
lowest Dmax from Table 5 is presented for T =
30 days in Figure 11. Deimos is plotted to scale and
located at the origin. The values of distances (km)
and disturbances (km/s2) for the time evolution of
the trajectory at times 5, 10, 15, 30, 60, and 90 days
are shown in Table 6. Figures 12 and 13 show the
trajectory at the times shown in Table 6. Again, it
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(a) Maximum distances spacecraft-Deimos. (b) Minimum distances spacecraft-Deimos.

(c) Average distances spacecraft-Deimos. (d) Maximum distances spacecraft-Deimos neglecting
the flattening of Mars.

(e) Minimum distances spacecraft-Deimos neglecting
the flattening of Mars.

(f) Average distances spacecraft-Deimos neglecting the
flattening of Mars.

Fig. 9. Maximum, minimum and average spacecraft-Deimos distances, in km, as a function of D (km) and vx (km/s),
considering vy = −0.003 km/s, for orbits with Deimos initially at apoapsis. The model considers e = 0.0002, J2 =
1960.45× 10−6, T = 30 days. The color figure can be viewed online.

is seen that the trajectory is quite stable in time, as
in the periapsis case. In Figures 11(a) and 11(b) the
full model is used, while in Figures 11(c) and 11(d)
the simplest model is considered, assuming a circu-
lar orbit for Deimos and spherical shape for Mars.
It is seen that the trajectory of the most complete
model shows smaller oscillations than the trajec-
tory of the simplest model. The minimum distances
are very similar, but the maximum distances are

much smaller for the more complete model (75.9347
against 89.1615 km). Many more regular orbits are
generated by the best model.

4. CONCLUSION

In this study a recently developed method for
mapping orbits around small bodies was applied to
Deimos, considering the maximum, minimum and
average distances between Deimos and the space-
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TABLE 6

DEIMOS AT APOAPSIS, D = 43.8 km, vx = 0 km/s, vy = −0.003 km/s*

T (days) 5 15 30 60 90

Dmax (km) 75.9325 75.9346 75.9347 75.9347 75.9347

Dmin (km) 43.8001 43.7999 43.7991 43.7992 43.7991

Davg (km) 61.4833 61.1644 61.1860 61.2332 61.2429

PertDeimos 2.62 2.64 2.64 2.63 2.63

10−8 (km/s2)

PertMars 7.00 7.00 7.00 7.00 7.00

10−5 (km/s2)

PertJ2Mars 4.32 4.32 4.32 4.32 4.32

10−9 (km/s2)

*An elliptical orbit for Deimos and the flattening of Mars are considered. Simulation times: 5, 15, 30, 60, and 90 days.

(a) Model considering an el-
liptical orbit for Deimos and
a flat body for Mars.

(b) Model considering a cir-
cular orbit for Deimos and a
spherical body for Mars.

Fig. 10. Trajectories associated with the first line of Ta-
ble 5 in the rotating frame. The color figure can be
viewed online.

craft during a given time as the main criterion to
select the orbits. The trajectories were mapped and
plotted according to their initial conditions (position
and velocity), to identify the conditions that keep the
spacecraft at mid-range distances to Deimos, and to
find orbits free from risks of collision but not too far
away from Deimos. The method generated several
results showing its efficiency in obtaining mid-range
orbits around Deimos that are affected enough by
the moon to keep the spacecraft near to it, although
the orbit is really dominated by Mars.

The orbits found can be used to place a space-
craft as soon as it arrives in the vicinity of Deimos,
to carry out the first detailed studies of the moon
without having a large risk of collision. In this way,
it is not necessary to know details about the shape
of Deimos in advance. After more detailed studies
made from these mid-range distances, the spacecraft
can be placed in orbits closer to Deimos.

(a) 30 days, fixed system
Davg = 61.1860 km
Dmin = 43.7991 km
Dmax = 75.9347 km

(b) 30 days, rotating system
PertDeimos= 2.64 ×

10−8 km/s2, PertMars=
7.00 × 10−5 km/s2,
PertJ2Mars=
4.32× 10−9 km/s2

(c) 30 days, fixed system
Davg = 63.8417 km
Dmin = 43.8000 km
Dmax = 89.1615 km

(d) 30 days, rotating system
PertDeimos=
2.47 × 10−8 km/s2, Pert-
Mars= 7.00× 10−5 km/s2

Fig. 11. Trajectories considering an elliptical orbit for
Deimos and a flat body for Mars (red), and considering a
circular orbit for Deimos and a spherical shape for Mars
(blue). Deimos is initially at apoapsis, D = 43.8 km,
vx = 0, vy = −0.003 km/s, T = 30 days. The color
figure can be viewed online.
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(a) 5 days, fixed system. (b) 5 days, rotating system.

(c) 15 days, fixed system. (d) 15 days, rotating sys-
tem.

(e) 30 days, fixed system. (f) 30 days, rotating system.

Fig. 12. Trajectories at times 5, 10, 15, and 30 days
shown in Table 6. The color figure can be viewed online.

Among the many trajectories found, those that
were considered good options are the ones that have
Deimos-spacecraft distances in the range of 40 to
200 km over the 30 days of simulation. Using these
trajectories, it is possible to make the first detailed
observations of Deimos without the risk of collision
with it. It was also shown that many of these tra-
jectories are able to survive for up to 90 days and
that the orbits are very regular, keeping about the
same values of distances and perturbations levels
over time.

The initial position of Deimos in its orbit around
Mars showed effects on the behavior of the orbit.
Depending on its initial condition there are differ-
ences in the values of maximum, minimum and av-
erage spacecraft-Deimos distances when considering
the moon at periapsis or apoapsis. These two po-
sitions gave good options for trajectories, but the

(a) 60 days, fixed system. (b) 60 days, rotating sys-
tem.

(c) 90 days, fixed system. (d) 90 days, rotating sys-
tem.

Fig. 13. Trajectories at times 60 and 90 days showed in
Table 6. The color figure can be viewed online.

results found when Deimos is at apoapsis are better
than the corresponding ones with Deimos at peri-
apsis, because the maximum distances were smaller
when at apoapsis than at periapsis.

The importance of the mathematical model
adopted was also shown by comparing it with a more
complete model, which considers Deimos in an ellip-
tic orbit around Mars and the J2 term of the gravita-
tional potential of Mars. The simplest model consid-
ered Deimos in a circular orbit and Mars as a spher-
ical body. It was shown that, for the two positions
of Deimos, periapsis and apoapsis, if the simplest
model was adopted, the values of the maximum dis-
tances were overestimated with respect to the most
complete model. With Deimos at periapsis these er-
rors are of the order of 4-5 km, while they increase
to around 12-13 km for Deimos at apoapsis.

The integrals of the accelerations of each force
that acts in the spacecraft over time were also stud-
ied. Using this technique, it was possible to quan-
titatively measure the influence of each force acting
in the dynamics of the system. It was shown that
the results of the contribution of the gravitational
interaction of Mars are about 3 orders of magnitude
larger than the effects of the gravitational field of
Deimos. This proves and quantifies that Mars is the
body that dominates the motion of the spacecraft,
while Deimos only disturbs this motion.
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ABSTRACT

This paper aims to verify the influence of the bar, its pattern speed (Ωb)
and its rate of growth on the stability of the orbits in gravitational potentials. We
studied the nature of the orbits in potentials representing galaxies with growing
bars, where a linear growth was assumed. In order to study the stability of the
orbits we applied SALI. We studied six models in which the bar dimensions were
fixed, but we varied their pattern speed and time of bar growth. We found that
when the bar growth is faster, more chaos is generated and we also noted that
the higher the Ωb, the greater its influence on the system dynamics. The initial
positions of the orbits that became chaotic were located in a well-defined ring-like
region, confined between the ILR and CR resonances. There was also an indication
that the retrograde orbits, although much scarcer, are more conductive to chaos
when they do exist.

RESUMEN

Este trabajo verifica la influencia de la barra, de su velocidad angular (Ωb)
y de su tasa de crecimiento en la estabilidad de las órbitas en potenciales gravita-
cionales. Estudiamos órbitas en potenciales representando galaxias con barras en
crecimiento, asumiendo un crecimiento lineal. Para estudiar la estabilidad de las
órbitas aplicamos SALI. Estudiamos seis modelos con dimensiones fijas de la barra,
pero variamos la velocidad y el tiempo de crecimiento de la misma. Evidenciamos
que cuando el crecimiento de la barra es más rápido, se genera más caos y también
observamos que cuanto mayor es Ωb, mayor será su influencia en la dinámica del
sistema. Las posiciones iniciales de las órbitas que se han vuelto caóticas quedan
ubicadas en una región anular bien definida, confinada entre ILR y CR. Las órbitas
retrógradas, aunque mucho más escasas, parecen ser más propicias al el caos.

Key Words: chaos — galaxies: general — galaxies: kinematics and dynamics —
galaxies: spiral

1. INTRODUCTION

Approximately 65% of disk galaxies show bar-like
structures (Eskridge et al. 2000; Sheth et al. 2003).
The characteristic of their bars varies considerably,
from faint weak bars to prominent, strong and mas-
sive bars. By computational integration of stellar or-
bits in gravitational potential models, it is possible
to study the dynamics and stability of this type of

1Instituto Federal de Educação, Ciência e Tecnologia de
São Paulo (IFSP), São José dos Campos, Brasil.

2Universidade do Vale do Paráıba (UNIVAP), São José dos
Campos, Brasil.

3Instituto Nacional de Astrof́ısica, Óptica y Electrónica
(INAOE), Puebla, México.

4Universidade Estadual de Campinas (UNICAMP), Camp-
inas, Brasil.

galaxy. Indeed, stellar orbits supported by a galac-
tic potential are the basic constituents of any galactic
structure. Understanding the behavior of stellar or-
bits is essential for understanding the formation and
evolution of these structures.

In recent works, integrations of orbits in fixed-
parameter bar potentials have been performed; it
was concluded that for sufficiently large bar axial
ratios, stable orbits having propeller shapes have a
great influence on bar structure (Kaufmann & Pat-
sis 2005). Several types of resonant orbits can shape
the bar structure, besides the x1 orbital family. Al-
though the x1 family is considered to be the back-
bone of 2D bars, in the case of 3D this family is
aided by a tree of its 3D bifurcating families (Skokos

321
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322 CARITÁ ET AL

et al. 2002b). All other bar-supporting orbits are
candidates for supporting the inner parts of the bar
(Gajda et al. 2016; Patsis & Katsanikas 2014). In
recent studies it was verified that more massive bars
have a greater tendency for chaotic orbits to oc-
cur, whereas weaker bars are less affected by chaos
(Manos & Athanassoula 2011; Caritá et al. 2017).

However, it is agreed that the formation of a bar
is a long and complex secular process, which may
have several histories. It is also agreed that no galaxy
is born barred: the bar can form, change (increase,
decrease, rotate etc.) and extinguish itself with time,
in processes that depend on the parameters of the
galaxies that host them (Bournaud & Combes 2002).
Regarding this trend, Manos & Machado (2014),
Machado & Manos (2016) and Chaves-Velasquez
et al. (2017) presented studies on the regular or
chaotic character of orbits in time-dependent barred
galaxy potentials based on an N-body simulation.
They extracted parameters of bar evolution from the
simulation for certain times, treating each snapshot
as a time-independent model.

In Caritá et al. (2017), the SALI (Smaller Align-
ment Index) method was applied (Skokos 2001), to
study the stability of stellar orbits in the gravita-
tional potential of barred galaxies with fixed parame-
ters, in which the theoretical models based on Manos
& Athanassoula (2011) were used. In that work, we
were exclusively interested in evaluating the influ-
ence of the bar parameters on the occurrence of chaos
in the stellar orbits.

In the present paper we propose a new approach
by adding some new ingredients. First of all, we
study six models based on observational properties of
the grand design barred galaxy NGC 936, from which
we borrow the main parameters, as presented in de-
tail in Appendix A. We also introduce analytically
the growth of the bar, i.e., we set time-dependent
evolving bar potentials. Moreover, we verify the in-
fluence of the pattern speed and the rate of growth
of the bar on the stability of the orbits.

To perform the orbital integrations and SALI
calculation, we used a slight adaptation of the LP-
VIcode program (Carpintero et al. 2014), which is a
fully operational code, implemented in Fortran 77,
that efficiently calculates 10 different chaos indica-
tors for dynamic systems, regardless of the number
of dimensions, SALI being one of them.

2. METHODOLOGY

2.1. The Smaller Alignment Index (SALI)

In order to define SALI, let us consider a Hamil-
tonian flow of N degrees of freedom, an orbit in

the 2Ndimensional phase space with initial condi-
tion x(0) = (x1(0), · · · , x2N (0)) and two normalized
deviation vectors ŵ1(0), ŵ2(0) from the initial con-
dition x(0).

We define

SALI(t) :=min{||ŵ1(t)− ŵ2(t)||, ||ŵ1(t)+ ŵ2(t)||},
(1)

where the quantities ||ŵ1(t)− ŵ2(t)|| and ||ŵ1(t) +
ŵ2(t)|| are called Parallel Alignment Index and An-
tiparallel Alignment Index, respectively.

It is evident that SALI(t) ∈ [0,
√
2] and when

SALI = 0 the two normalized vectors have the same
direction, being equal or opposite.

The SALI value is a very useful tool for detecting
chaos in Hamiltonian systems. Chaotic or regular
motions are easily distinguishable applying the SALI
method. In the case of chaotic orbits, the deviation
vectors ŵ1(t) and ŵ2(t) align in the direction defined
by the Maximum Lyapunov Exponent (MLE) and
SALI(t) falls exponentially to zero:

SALI(t) ∝ e−(L1−L2)t, (2)

with L1 and L2 the two largest Lyapunov exponents.
Furthermore, for regular motions the orbits de-

velop on a phase space torus and eventually the vec-
tors ŵ1(t) and ŵ2(t) fall in the torus tangent space,
following a t−1 time dependence. In this case, SALI
oscillates at nonzero values:

SALI(t) ≈ constant > 0. (3)

We have a clear distinction between ordered and
chaotic behaviors using the SALI method in Hamil-
tonian systems. For mathematical SALI details,
we recommend reading the papers Skokos (2001);
Skokos et al. (2002a, 2003, 2004).

2.2. Mathematical Modeling of the Gravitational
Potential

In this investigation, we used the gravita-
tional potential divided into three basic components:
bulge, disk and bar, according to the following equa-
tion:

ΦTotal = ΦBulge +ΦDisk +ΦBar. (4)

Each component of equation (4) was mathemati-
cally modeled according to a classical potential: the
Plummer potential was used for the bulge (Plummer
1911), Miyamoto-Nagai’s for the disk (Miyamoto &
Nagai 1975) and Ferrers’ for the bar (Ferrers 1877).
This way of representing the total gravitational po-
tential has been extensively used in many articles,
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such as Patsis (2002); Manos & Athanassoula (2011);
Skokos et al. (2002c,d); Patsis et al. (2002, 2003) and
Caritá et al. (2017).

The Plummer potential is written as:

ΦBulge = − GMS√
x2 + y2 + z2 + ǫ2

, (5)

where ǫ is the scale-length of the bulge, MS is its
total mass, and G is the gravitational constant.

The Miyamoto-Nagai’s potential is written as:

ΦDisk = − GMD√
x2 + y2 + (A+

√
z2 +B2)2

, (6)

where MD is the total disk mass, A and B are its
horizontal and vertical scale-lengths, and G is the
gravitational constant.

The Ferrers’ potential is written as:

ΦBar = −πGabc
ρc
3

∫ ∞

λ

du

∆(u)
(1−m2(u))3, (7)

where m2(u) = x2

a2+u + y2

b2+u + z2

c2+u , ∆2(u) =

(a2 + u)(b2 + u)(c2 + u), λ is the positive solution of
m2(λ) = 1 for the region outside the bar (m ≥ 1)
and λ = 0 for the region inside the bar (m < 1).

In this last potential, the density is given by

ρB(x, y, z) =





ρc(1−m2)2 , m < 1,

0 , m ≥ 1,

(8)

where the central density is ρc =
105
32π

GMB

abc , MB is the

bar mass andm2 = x2

a2 +
y2

b2 +
z2

c2 , where a > b > c > 0
are the semi-axes of the ellipsoid which represents
the bar.

In order to implement this bar model compu-
tationally, we used the analytical version given by
Dr. Pfenniger, who kindly provided us with his For-
tran 77 routine of the Ferrers potential. In this rou-
tine, the polynomial form of the Ferrers potential
(Pfenniger 1984; Caritá et al. 2017) was used.

In the course of this work, the SALI method was
applied to study stellar orbits in a gravitational po-
tential of barred galaxies, since the motion of a test
particle in a rotating 3-dimensional model of a barred
galaxy is given by the Hamiltonian:

H(x, y, z, px, py, pz) =
1

2
(p2x + p2y + p2z)+

ΦTotal(x, y, z)− Ωb(xpy − ypx),
(9)

where the bar rotates around the z-axis; x and y
respectively are the major and minor galactic bar

axes, ΦTotal is the total gravitational potential given
by equation (4) and Ωb is the bar pattern speed.

We emphasize that in order to follow the evolu-
tion of the orbits and that of their deviation vectors
(for SALI computation), it is necessary to know the
equations of motion and the variational equations
linked to the Hamiltonian (9). The corresponding
motion and variational equations can be checked in
Manos & Machado (2014).

To study orbit stability in models with 2 degrees
of freedom, in our calculations, z = 0 and pz = 0
were adopted in the Hamiltonian shown in equation
(9).

2.3. Implementation and Computation Using the
LP-VIcode

To perform the orbital integrations and SALI
calculation, the LP-VIcode (Carpintero et al. 2014)
was employed, which is freely available at http:

//lp-vicode.fcaglp.unlp.edu.ar/.
LP-VIcode is an operational code in Fortran 77

that efficiently calculates 10 chaos indicators for dy-
namic systems, including SALI. The program reads
the initial conditions for one or more orbits, inte-
grates them (using a Bulirsch-Stoer integrator), and
calculates the equations of the chosen chaos indica-
tors. More details about the structure and operation
of the LP-VIcode can be found in Carpintero et al.
(2013) and Carpintero et al. (2014).

In order to integrate orbits using the program
and to study their stability, the user must provide
the potential expressions and the motion and varia-
tional equations. That is, there is an external routine
where these equations must be written in Fortran 77
by the user.

Two actions performed in the LP-VIcode im-
plementation and adaptation stage should be high-
lighted in this section: the first is the adjustments
that were made in order to implement a rotating co-
ordinate system in the code (since the general equa-
tions (of motion and variational) present in the orig-
inal main program consider only a static reference
frame; it is known that in order to model a rotating
galactic bar it is necessary to consider a coordinate
system that rotates along with the bar. To do this
we inserted the pattern speed Ωb in the motion and
variational equations in the LP-VIcode main pro-
gram transforming the original equations into the
form which Manos & Athanassoula (2011) displayed
in their text. The second important action was bar
growth. As previously explained, in this work we
modeled the emergence of a galactic bar. The idea
was to create a system that started as a barless
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galaxy and that would become a barred galaxy later
on, where the bar grew over time. In order to model
this evolution of the bar potential, a linear function
of time was assumed for the mass of the bar in the
Ferrers potential (this was done in an external rou-
tine of the LP-VIcode, the same routine where the
user provides the potential and the motion and vari-
ational equations).

With these two actions we were able to use the
LP- VIcode to study the dynamics of a barred galaxy,
with the mass of the bar growing over time, and
remaining constantly rotating around the z-axis.

3. DEVELOPMENT AND DISCUSSION

3.1. Models and Parameters

We studied three models X, Y and Z whose pa-
rameters are shown in Table 1. Although it is not
necessary to understand the origin of these param-
eters for our study, the reader can find a brief de-
scription of the procedures adopted in Appendix A,
where we explain that the inspiration for these pa-
rameters came from the galaxy NGC 936, and where
we describe how we computed the parameters based
on the works of Kent & Glaudell (1989) and Merri-
field & Kuijken (1995). Each of the models was di-
vided into two more specific models, where the rate
of bar growth was varied (in one of them, the bar
totally evolves with 5 turns around itself and in the
other with 10 turns) generating in total six models:
X5, X10, Y5, Y10, Z5 and Z10.

In Table 1, and all along this paper, the model
system of units was defined considering the gravita-
tional constant G = 1. We adopted 1 kpc for length,
103 km s−1 for velocity, 103 km s−1 kpc−1 for pattern
speed, 1 Myr for time, and 2 × 1011 M⊙ for mass.
The total mass G(MS+MD+MB) was always equal
to 1. For the energy, the unit is 106 km2s−2. The in-
tegration time was 10 000 Myr.

For all models (X, Y and Z) the masses of the
bulge, disk and bar components, as well as their
other parameters do not change. Therefore, the dif-
ference between these three models is basically the
galactic bar pattern speed; Model X has a slower Ωb,
model Y is intermediate and model Z has a faster Ωb.

The formation of a bar is a secular process that
can have several histories. Bars can form, change
(increase, decrease, rotate etc.) and extinguish
themselves with time, in processes that depend on
the parameters of the galaxies that host such bars
Bournaud & Combes (2002). No analytical stud-
ies on gravitational bar potentials that evolve over

time are known. In some recent works, such as
like Manos & Machado (2014), Machado & Manos
(2016) and Chaves-Velasquez et al. (2017), the au-
thors wrote about the barred galaxy stability using
time-dependent potentials. However, these studies
were based on N-body simulations of barred galax-
ies by extracting parameters of the simulation for
certain times in the system evolution, and treating
each snapshot as a time-independent model.

Therefore, our intention is to carry out a study
where the gravitational potential that represents the
bar evolves over time in an analytical way. The idea
is that our system starts as a barless galaxy and
becomes a barred galaxy, whose bar grows over time.

We began the integrations with totally axisym-
metric potentials, without bar, and over time we
transformed these potentials into non-axisymmetric
ones, with a bar.

Let us recall that the effective potential is given

by Φeff (x) = Φ(x) − 1

2
|Ω × x|2 and the Lagrange

points are five points where ▽Φeff = 0. Writing the
potential like this, we have a rotating system repre-
sentation. The quantity EJ = 1

2 |v|2 +Φeff is called
the Jacobi energy and is conserved in the rotating
system (for more details see Binney & Tremaine
2008). Figure 1 shows the initial effective potentials
and the final effective potentials for Models X, Y,
and Z, where the emergence of the bar can be clearly
seen.

In order to perform this bar evolution (shown in
Figure 1), it was decided to implement a linear time-
dependent function of the mass of the bar in the Fer-
rers potential. In this process, two specific cases were
created for each model: the evolution is completed
in a time corresponding to 5 or 10 complete turns of
the bar around itself. With this approach, we cre-
ated the X5, X10, Y5, Y10, Z5 and Z10 notations. The
bar evolution time for each model obviously depends
on the pattern speed of the bar Ωb and on the length
of the bar. These times were calculated to serve as
parameters of the growth function of the bar and are
displayed in Table 2.

The Jacobi energy EJ =
1

2
|v|2 +Φeff (x) is con-

served in a rotating potential system representative
of a fixed bar. However, this energy is not conserved
during the evolution. While the mass of the bar is
growing linearly, the EJ value of any particle also de-
creases linearly, and it is conserved again as soon as
the bar growth finishes and the system bears a fixed
bar (after evolution). To exemplify this statement,
a random orbit was used, with an initially circular
motion, integrated in Model X5. The integration
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TABLE 1

PARAMETER SETS

MS ǫS MD A B MB a b c Ωb

Model X 0.1273 0.45 0.7406 4.7 0.4 0.1321 4.0 1.1 0.4 0.05

Model Y 0.1273 0.45 0.7406 4.7 0.4 0.1321 4.0 1.1 0.4 0.06

Model Z 0.1273 0.45 0.7406 4.7 0.4 0.1321 4.0 1.1 0.4 0.07

(a) Initial Model X (b) Initial Model Y (c) Initial Model Z

(d) Final Model X (e) Final Model Y (f) Final Model Z

Fig. 1. Effective potential contours of Models X, Y and Z. The top three images illustrate the initial effective potential
contours, when the models did not yet have a bar, so the potential is axisymmetric. The three bottom images illustrate
the final effective potential, when the bar is fully grown. Although there is no bar formed yet in the models of the first
row, the effective potential, in a coordinate system that rotates with the pattern speed of the forthcoming bar, defines
a radius of corrotation which is displayed in red. All images in the bottom row display the L1 − L5 Lagrange points.
Twenty contours between energies −0.25 and −0.18 are displayed for each model. The color figure can be viewed online.

TABLE 2

TIME FOR BAR EVOLUTION IN EACH
MODEL

Model Time (Myr)

X5 614.35

X10 1228.70

Y5 511.96

Y10 1023.92

Z5 438.82

Z10 877.65

begins without the bar, the bar structure starts to
emerge and its mass increases linearly until the time
614.35 Myr (as shown in Table 2). After this evo-

lution, the system has a fixed bar until the end of
the integration at 10, 000 Myr. This whole process
is displayed in Figure 2.

3.2. Initial Conditions

Galactic bars behave like rigid bodies, that is, Ωb

is always constant. However, galactic disks do not
behave this way, their pattern speed Ω is a function
of the radial coordinate. Thus, it is natural to imag-
ine that resonances will appear between the bar and
disk. An example is the corrotation resonance (CR),
which occurs where Ω = Ωb.
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Fig. 2. This image displays the EJ behavior for a random
orbit as the bar grows in Model X5. It can be observed
that EJ is not conserved during bar growth, but it is
conserved after the bar has evolved. Notice that the evo-
lution time is completely in agreement with that shown
in Table 2 for Model X5 (614.35 Myr). The integrations
were made up to 10,000 Myr, and for this illustration we
plot the time until 3,000 Myr. The EJ behavior for this
orbit is not unique: for all integrated orbits this energy
decrease occurs during the time of bar evolution.

There will also be resonances when the following
condition is satisfied:

Ω = Ωb ±
κ

m
, (10)

where m is an integer related to the symmetry of
the structure in which we are interested (m-armed

spiral structures, bars etc.), and κ2 = d2Φ
dR2 + 3

R
dΦ
dR

is the epicyclic frequency. In this case, there will be
two resonances, the Lindblad resonances. In Equa-
tion (10), for the negative sign, there is the Inner
Lindblad Resonance (ILR); for the positive sign, the
Outer Lindblad Resonance (OLR). For a galactic bar
potential we have m = 2 because of the bisymmetric
structure. Figure 3 displays the curves Ω, Ω + 1

2κ
and Ω− 1

2κ for Models X, Y and Z.
As the galactic bar is expected to always be con-

tained in the CR radius, its influence does not exceed
the OLR radius. Therefore, we only consider orbits
with initial positions inside the OLR radius. For
this study, we launched particles in initially circu-
lar orbits, distributed randomly from the center up
to the OLR resonance, with 10,000 prograde orbits
and 10,000 retrograde orbits for each model, start-
ing from the positions shown in Figure 4. By pro-
grade and retrograde orbits we mean orbits launched
in the direct and opposite directions, respectively, in
the bar corrotating non inertial reference frame. It is
important to stress that we are dealing with motions

Fig. 3. Ω, Ω + 1

2
κ and Ω − 1

2
κ curves for Models X, Y e

Z and the corresponding CR, ILR and OLR resonances.
The color figure can be viewed online.

of individual particles in a gravitational potential,
i.e., this is not a self-consistent N-body simulation.
The same number of prograde and retrograde orbits
does not mean that we are weighting them equally,
since it is known that prograde orbits play a much
more important role in a barred galaxy potential. It
just means we are exploring possible prograde and
retrograde orbits with different initial conditions.

Notice that the greater the bar pattern speed Ωb,
the smaller will be the OLR radius. According to our
criterion for the choice of initial conditions, Model X
has more scattered orbits than Model Y and, in turn,
Model Y has more scattered orbits than Model Z.
This phenomenon is clearly shown in Figure 4.

3.3. Results and Discussion

For efficiency, we inserted a condition in the
SALI calculation on the LP- VIcode program to
show us the moment when SALI < 10−8, which we
consider close enough to zero to classify the orbit as
chaotic. With this, we were able to create a classifi-
cation for the chaos level of an orbit. The categories
are as follows:

Level 1: SALI < 10−8 for t ∈ [0, 2500).

Level 2: SALI < 10−8 for t ∈ [2500, 5000).

Level 3: SALI < 10−8 for t ∈ [5000, 7500).

Level 4: SALI < 10−8 for t ∈ [7500, 10000],

where t is measured in Myr 5.

5All orbits were integrated to 10,000 Myr.
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(a) Initial positions - Model X

(b) Initial positions - Model Y

(c) Initial positions - Model Z

Fig. 4. Initial particle distributions for Models X, Y and
Z. All orbits were launched with initial circular velocity
and were distributed randomly inside the OLR resonance
for each model. It is clear in the images that Model X has
more scattered orbits than Model Y and, in turn, Model
Y has more scattered orbits than Model Z; this happens
because the greater the bar pattern speed Ωb, the smaller
becomes the OLR radius. This image shows dots repre-
senting 10,000 initial positions. Indeed, 10,000 prograde
orbits and 10,000 retrograde orbits were computed for
each model, starting from these same positions.

(a) Progrades - Model X5

(b) Retrogrades - Model X5

(c) Progrades - Model X10

(d) Retrogrades - Model X10

Fig. 5. Integration time × chaotic orbit number for Mod-
els X5 and X10. Model X5, in which the bar grows faster,
has slightly more chaos (mainly Level 1) than Model X10.
The colors of the line segments are defined in the legend
inside the upper plot. The color figure can be viewed
online.
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(a) Progrades - Model Y5

(b) Retrogrades - Model Y5

(c) Progrades - Model Y10

(d) Retrogrades - Model Y10

Fig. 6. Integration time × chaotic orbit number for Mod-
els Y5 and Y10. Model Y5, in which the bar grows faster,
has slightly more chaos (mainly Level 1) than Model Y10.
The colors of the line segments are defined as in Figure 5.
The color figure can be viewed online.

(a) Progrades - Model Z5

(b) Retrogrades - Model Z5

(c) Progrades - Model Z10

(d) Retrogrades - Model Z10

Fig. 7. Integration time × chaotic orbit number for Mod-
els Z5 and Z10. Model Z5, in which the bar grows faster,
has slightly more chaos (mainly Level 1) than Model Z10.
The colors of the line segments are defined as in Figure 5.
The color figure can be viewed online.
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(a) Model X5 (b) Model X10

(c) Model Y5 (d) Model Y10

(e) Model Z5 (f) Model Z10

Fig. 8. Time × cumulative number of chaotic orbits for Models X5, X10, Y5, Y10, Z5 and Z10. Looking at the sequence
of images, one realizes that the number of orbits that become chaotic at some point is closely related to the bar pattern
speed. Clearly in Model Z, in which the bar rotates faster, there is a greater amount of chaotic motions when compared
to Model X, in which the bar is slower. While Figures 5 to 7 show a slight difference indicating that models in which
the bar grows faster have slightly more Level 1 chaos, here by analyzing the general context, for the cumulative number
of chaotic orbits nothing can be said.

Figures 5 to 7 show the amount of chaos that
arose at each integration time for each model, for
both prograde and retrograde orbits. The levels of
chaoticity are represented by different colors. Appar-
ently, orbits launched as retrogrades are more con-
ducive to chaos. This observation is consistent with
Caritá et al. (2017); however it contradicts results
of some classic investigations, (Athanassoula et al.
1983; and Pfenniger 1984), where there is more or-
der in the retrograde parts of the surfaces of section
of these fixed potentials. Certainly, this will lead us
to further investigations in a future article.

All models studied presented strong dominant
Level 1 chaos for the retrograde orbits and an appar-

ent domain of Level 2 chaos for the prograde orbits.
Some Level 1 chaos is generated in the prograde or-
bits, and specifically in Models X10 and Z5 this type
of chaos is null or practically negligible.

Figure 8 shows the cumulative number of chaotic
orbits for prograde and retrograde orbits, and for
the total number of orbits of the two types in all
models. The distributions between order and chaos,
considering the initial positions for each model, are
shown in Figures 9 to 11.

In general, for the prograde orbits, the number
of chaotic orbits generated was quite low, ranging
from 5% to 10% of the total number of prograde or-
bits launched (depending on the model analyzed).
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(a) Model X5

(b) Model X10

Fig. 9. Each plot shows the initial positions of all Model X particles, color-coded according to their chaos level, as in
the legend above. This image again reinforces the result that orbits launched as retrogrades are more conductive to
chaos. The outer limit for the inicial positions is the OLR, as stated in § 3.2. The initial positions of the orbits that
have become chaotic are located in a well-defined ring-like region, confined between the ILR and CR resonances. ILR,
CR and OLR circles are shown in black, and identified in the upper left plot. Almost no orbit presents chaos with initial
conditions outside these regions. The color figure can be viewed online.

On the other hand, for the retrograde orbits, this
percentage increased considerably, to between 15%
and 25% of the total number of retrograde orbits
launched (depending on the model). In total num-
bers, considering the prograde and retrograde orbits,
the percentage of chaos in the integrated orbits was
always between 10% and 18% (depending on the
model).

Figure 8 does not show appreciable changes with
the rate of bar growth. However, in Figures 5 to 7
dissimilarities appear. The models where the bar
grows over 5 turns seem to provide slightly more
chaos than the models where the bar grows over 10
turns. This is an indication that an abrupt appear-
ance of the bar causes more disturbance in the sys-
tem.

Figures 9 through 11 show the stability of the
orbits according to the initial positions. They all
present a common feature: very well-defined ring-

like regions of chaos. For the prograde orbits, there
is only one ring of chaos for each model. For the
retrograde orbits, there are two rings of chaos, a
large and thick outer ring, surrounding a subtle in-
ner ring, with one exception for Model Z5. The CR
resonance limits these rings; in this context, interest-
ingly, the most prominent rings are confined between
the ILR and CR resonances, with a single exception
for Model Z5. Very few orbits presented chaos with
initial conditions outside these ring-like regions. In
Figures 9 through 11 the difference in the amount
of chaos for prograde and retrograde orbits is also
clearly shown.

The greater the bar pattern speed Ωb, the smaller
the OLR radius. Figures 5 to 11 also show that
the greater Ωb, the more chaos the orbits that are
within the OLR radius will present. In fact, Fig-
ures 5 through 7 make it clear that the main dif-
ference in this respect is especially in the retrograde
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(a) Model Y5

(b) Model Y10

Fig. 10. Each plot shows the initial positions of all Model Y particles. All plots are organized and color-coded as in
Figure 9. The color figure can be viewed online.

(a) Model Z5

(b) Model Z10

Fig. 11. Each plot shows the initial positions of all Model Z particles. All plots are organized and color-coded as in
Figure 9. The color figure can be viewed online.
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orbits in the Level 1 of chaos. This indicates that
the bar pattern speed also influences the system sen-
sitivity to the bar appearance, since the orbits with
Level 1 of chaos presented chaos in a time close to
the appearance of the bar. On the other hand, for
the prograde orbits, no significant differences are dis-
played at this point.

As expected, the EJ of all particles is not con-
served during bar evolution. As already mentioned,
while the mass of the bar is growing linearly, the
value EJ also decreases linearly, and it is conserved
again from the moment the bar growth finishes and
the system becomes fixed (after evolution). To vi-
sualize this phenomenon, Appendix B presents some
images where the number of orbits for certain times
during and after the growth of the bar for each model
is arranged by EJ . In these images, changes in the
EJ values can be seen until the times listed in Table 2
are reached. Afterwards, EJ is conserved.

4. CONCLUSIONS

The main purpose of this work was to verify the
influence of the bar on the stability of orbits in the
analytical gravitational potential of barred galaxies
where the bar grows over time. Six models with
parameters based on observational properties of the
galaxy NGC 936 were studied, and their influences
on the stability of the orbits were compared. The
bar dimensions were maintained in all six models
and the difference between these six models was the
bar pattern speed and the time of growth.

We find evidence that when the bar grows faster,
more chaos is generated. For the prograde orbits, the
number of chaotic orbits generated was quite low,
ranging from 5% to 10% of the total number of pro-
grade orbits launched (depending on the model). For
the retrograde orbits, this percentage increased con-
siderably, to between 15% and 25% of the total num-
ber of retrograde orbits launched (depending on the
model). In this context, retrograde orbits were more
conducive to chaos. This last statement provides an
opportunity for further investigation, which we will
conduct in the future, as it apparently contradicts
some classic results (Athanassoula et al. 1983; Pfen-
niger 1984). We found, as expected, that EJ was not
conserved while the bar was evolving but it started
to be conserved when the system stabilized. We also
noted that the higher Ωb, the greater its influence on
the orbital dynamics.

Well-defined ring-like regions of chaos were found
corresponding to different initial positions, with few
orbits presenting chaos outside these regions. For
the prograde orbits, there was an unique ring for

each model. For the retrograde orbits, two rings of
chaos appeared, almost always a large, thick outer
ring, surrounding a subtle inner ring. The CR radius
was the outer limit for these chaos rings, and the
most prominent rings were predominantly confined
between the ILR and CR resonances.

We analyzed consistent barred galaxy models for
systems in rotation and studied the orbit stability
using the SALI Method. The LP-VIcode program
met all of our needs and only small adjustments were
needed.

We acknowledge the Brazilian agencies CNPq
(200906-2015-1), CAPES and FAPESP, as well as
the Mexican agency CONACyT (CB-2014-240426)
for supporting this work. Our sincere thanks to Dr.
Pfenniger, who kindly provided us with his Fortran
77 implementation of the Ferrers bar potential. All
numerical work was developed using the Hipercubo
Cluster resources (FINEP 01.10.0661-00, FAPESP
2011/13250-0 and FAPESP 2013/17247-9) at IP&D–
UNIVAP.

APPENDIX

A. CHOICE OF PARAMETERS - NGC 936

NGC 936 is a barred spiral galaxy, type SB0 in
the Hubble scheme (Hubble 1926), which is about
19.6 Mpc away in the direction of Cetus. This galaxy
has a very prominent bar and bulge, and a ring struc-
ture that surrounds the bar. It was discovered on
January 6, 1785 by William Herschel and was clas-
sified at the time as a planetary nebula, because of
its round shape (Herschel 1785a,b).

As the models described in the paper (Plum-
mer, Miyamoto-Nagai and Ferrers) had already been
implemented and were working well in LP-VIcode
(Caritá et al. 2017), we decided to maintain the same
modeling for this research with bars that grow over
time. In order to adjust the necessary parameters for
NGC 936, the works of Kent & Glaudell (1989) and
Merrifield & Kuijken (1995) were used. We note that
the Plummer, Miyamoto-Nagai and Ferrers models
may not be the best for modeling galaxy NGC 936;
but we emphasize that this galaxy was used only as
an inspiration for our parameters. The procedures
for finding the parameters are described below.

Kent & Glaudell (1989) proposed an analytical
model of the NGC 936 bulge given by a truncated
King model (King 1962). The model density is:

ρ(s) = ρc

(
1

[1 + ( sa )
2]

3

2

− 1

[1 + ( sca )2]
3

2

)
, (A11)
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where ρc = 22L⊙ pc−3, a = 265 pc, sc =
2.7 kpc and the radial coordinate s is given by
s2 = x2 + y2 + (z/0, 63)2.

By varying the parameters ǫS and MS in the
Plummer Model, calculating the cumulative mass
curve for this model and comparing it with the King
model cumulative mass curve, using the smallest
variance between the corresponding points in the
graphs, we could estimate parameters ǫS and MS

for a better fit. The fit of these curves was done up
to the radius 2.7 kpc and, thus, we were able to es-
timate the values ǫS = 0.45 and MS = 5.4× 109M⊙.

The work of Kent & Glaudell (1989) also allowed
us to extract an approximation for the brightness
profile for the disk together with the bar, as follows:

Σ = Σ0e
−r/h (A12)

where Σ0 = 355 L⊙ pc−2 and h = 3.5 kpc.
By adjusting the mass growth curves and using

the smallest variance (as we did with the bulge),
we were able to estimate the Miyamoto-Nagai pa-
rameters A and B, as well as the mass of the disk
plus the mass of the bar. The fit of the curves was
done up to a radius of 10 kpc and, thus, we were
able to estimate the values A = 4.7, B = 0.4 and
Mdisc+bar = 3.7× 1010M⊙.

For the bar, parameters a = 4 kpc and b =
1.1 kpc of the Ferrers potential were extracted
from Kent & Glaudell (1989), with dimensions
8.0× 2.2 kpc. From this same work, the mass of
the bar was extracted, using the luminosity infor-
mation as 5.6× 109 L⊙. From this fact, using the

relation
M

L
= 1 we extracted that the mass of the

bar MB = 5.6×109 M⊙. The parameter c = 0.4 kpc
was taken for convenience only.

According to Merrifield & Kuijken (1995), the
bar pattern speed of the galaxy NGC 936 is es-
timated to be Ωb = 60 ± 14 km s−1 kpc−1. With
this, we decided to establish three models by vary-
ing the bar pattern speed. The values Ω considered
by us and their respective models were chosen once
the NGC 936 bar pattern speed was estimated as
Ωb = 60 ± 14 km s−1 kpc−1 (Merrifield & Kuijken
1995); these values are shown in Table 3.

TABLE 3

MODELS X, Y AND Z VARYING THE BAR
PATTERN SPEED OF NGC 936

Model X Model Y Model Z

Ωb = 50 km
s kpc Ωb = 60 km

s kpc Ωb = 70 km
s kpc

Recall that the model units adopted were: 1 kpc
for length, 103 km s−1 for velocity, 103 km s−1 kpc−1

for pattern speed, 1 Myr for time, and 2 × 1011M⊙

for mass. The universal gravitational constant
G was always equal to 1 and the total mass
G(MS +MD +MB) was always equal to 1. The
integration time was 10 000 Myr. The follow-

ing ratios were calculated:
MS

MT
=

0.4× 109

42.4× 109
≈

0.1273,
MD

MT
=

31.4× 109

42.4× 109
≈ 0.7406 and

MB

MT
=

5.6× 109

42.4× 109
≈ 0.1321. To avoid confusion in the no-

tations, we chose to use MS , MD and MB for the
ratios. In this way the models presented in Table 1
were constructed.

B. EJ BEHAVIOR

The Jacobi Energy is not conserved during bar
evolution. While the bar mass is growing linearly,
the value EJ per particle decreases linearly, and it
is conserved again from the moment the bar growth
finishes and the system becomes fixed (after evolu-
tion).

The behavior of the Jacobi energy is shown in
Figure 2. In order to better visualize this phe-
nomenon, the number of orbits per EJ for certain
times during and after the growth of the bar is ar-
ranged in Figure 12 for each model. In these images
it is possible to observe that the value of EJ de-
creases until the times shown in Table 2, after which
time EJ remains constant.
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ABSTRACT

Time-series VI CCD photometry of the globular cluster NGC 1261 is em-
ployed to study its variable star population. A membership analysis of most vari-
ables based on Gaia DR2 proper motions and colours was performed prior to the
estimation of the mean cluster distance and metallicity. The light curves of the
member RR Lyrae were Fourier decomposed to calculate their individual values of
distance, [Fe/H], radius and mass. The I-band P-L for RR Lyrae stars was also
employed. Our best estimates of the metallicity and distance of this Oo I cluster
are [Fe/H]ZW=−1.42±0.05 dex and d = 17.2±0.4 kpc. No mixture of fundamental
and first overtone RR Lyrae stars in the either-or or bimodal region is seen in this
cluster, as it seems to be the rule for Oo I clusters with a red horizontal branch. A
multi-approach search in a region of about 10′ × 10′ around the cluster revealed no
new variable stars within the limitations of our CCD photometry.

RESUMEN

Empleamos una serie temporal de imágenes CCD en las bandas VI del cúmulo
globular NGC 1261, para estudiar su población de estrellas variables. Se realizó un
análisis de la membresía de las estrellas variables basado en movimientos propios y
colores dados en Gaia DR2. Por medio de la descomposición de Fourier de curvas de
luz de estrellas RR Lyrae, se obtuvieron sus valores individuales de distancia, [Fe/H],
radio y masa. También utilizamos la relación P-L en la banda I para las RR Lyrae.
Nuestras estimaciones de la metalicidad y la distancia medias de NGC 1261, un
cúmulo de tipo Oo I, son [Fe/H]ZW = −1.48± 0.05 dex y d = 17.2± 0.4 kpc. No se
observa mezcla de modos de pulsación fundamental y primer sobretono de RR Lyrae
en la región bimodal, como parece ser la norma para cúmulos de tipo OoI con rama
horizontal roja. Una búsqueda cuidadosa en la región de 10′ × 10′ centrada en el
cúmulo no reveló nuevas variables, dentro de las limitaciones de nuestra fotometría.

Key Words: globular clusters: individual: NGC 1261 — stars: variables: RR Lyrae
— stars: fundamental parameters

1. INTRODUCTION

The southern globular cluster NGC 1261
(C0310−554), also known as Caldwell 87, is located
in the constellation Horologium (α = 03h12m16.21s,
δ = −55◦ 12’ 58.4”, J2000, Goldsbury et al. (2010)).
It was discovered by James Dunlop in 1826, and re-
mained little studied until the mid-XXth century.
It is a cluster of intermediate brightness, located
far from the bulge of the Galaxy (l = 270.54◦,

1Instituto de Astronomía, Universidad Nacional Autónoma
de México, México.

2Universidad Nacional de Córdoba, Observatorio As-
tronómico, Córdoba, Argentina.

3Consejo Nacional de Investigaciones Científicas y Técni-
cas (CONICET), Buenos Aires, Argentina.

b = −52.12◦) and, consequently, has negligible or
no reddening. The Catalog of Parameters for Milky
Way Globular Clusters compiled by Harris (1996)
(2010 edition), lists a metallicity [Fe/H]=−1.27, a
distance to the Sun of 16.4 kpc, the level of the Hor-
izontal Branch (HB) as VHB = 16.7 mag, and a red-
dening E(B − V ) = 0.01. The Catalogue of Vari-
able Stars in Globular Clusters (CVSGC), (Clement
et al. 2001) (2017 edition), lists 31 stars, although
only 29 have been confirmed as variables: RR Lyrae
stars (23), SX Phe (3), variable red giants or SR
(2) and eclipsing binaries EC? (1). The members
of the RR Lyrae population were first reported from
photographic studies by Laborde & Fourcade (1966),
later on by Bartolini et al. (1971), Wehlau & Demers
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(1977), Wehlau et al. (1977) and, more recently, in
the CCD studies of Salinas et al. (2007) and Salinas
et al. (2016), who discovered five RR Lyrae stars,
three SX Phoenicis, one long period variable and an
eclipsing binary of the W UMa type.

So far, the variable star population of NGC 1261
has not been studied with the specific aim of esti-
mating some of the physical properties of the clus-
ter, such as the mean metallicity, distance and age,
by performing a detailed analysis of the light curves.
Likewise, the distribution of variables in the HB has
not been discussed along with an analysis of individ-
ual membership. Studies of the distribution of RR
Lyrae pulsation modes in the instability strip around
the first overtone red edge (FORE), have shown that
the modes are neatly split in all Oo II clusters with
blue HB’s; however, this happens only in some of the
Oo I Type clusters with redder HB’s (e. g. Arellano
Ferro et al. (2018b)). It has been argued that this
property is related to the distribution of stars in the
zero-age horizontal branch (ZAHB) which, in turn,
depends on the mass loss during the He-flashes at
the asymptotic giant branch (AGB) (Arellano Ferro
et al. 2018a; Caputo et al. 1978). The facts that
NGC 1261 is among the few Oo I clusters with ex-
tremely red HB, has intermediate metallicity and
harbours numerous RR Lyrae stars of both modes,
add a particular interest to its study.

In the present work we perform such an analy-
sis based on a new, extensive time-series of VI CCD
images. The specific calibrations for different fami-
lies of variable stars, concerning Fourier light curve
decomposition, luminosity of the horizontal branch,
and P-L relations are discussed. We also make use
of the possibility of ensuring the membership of
the variables to the cluster through the analysis of
proper motions available in the Gaia DR2 catalogue.
The paper is structured in the following way: In § 2,
we describe our observations, the data reduction pro-
cess and the transformation to the standard photo-
metric system. In § 3, we report the periods, epochs
and display the VI light curves of all variables de-
tected in our photometry. We also discuss the cluster
membership and some cases of clear light contami-
nation by extremely close neighbours, as well as the
corresponding corrections in amplitude and position,
in the colour-magnitude diagram (CMD). Our failed
efforts to find new variables are described. In § 4, we
present the log P -amplitude diagram (Bailey’s dia-
gram) to confirm the Oo I type nature of NGC 1261.
§ 5 describes our estimation of the interstellar red-
dening. § 6, § 7 and § 8 contain the light curve
Fourier decomposition and physical parameters esti-

TABLE 1

THE TIME DISTRIBUTION OF V I
OBSERVATIONS OF NGC 1261

Date NV tV NI tI Avg. seeing

(y/m/d) (s) (s) (")

2017/08/19 17 400 20 200 3.0

2017/08/20 19 400 25 200 2.9

2017/09/10 15 400 17 200 3.1

2017/09/15 15 400 15 200 3.0

2017/09/22 24 400 29 200 2.3

2017/10/06 15 400 19 200 3.0

2017/10/28 26 400 30 200 3.1

2017/12/07 13 400 14 200 2.4

2018/08/03 4 300 6 150-200 2.9

2018/08/04 27 300 33 150 3.4

2018/08/05 27 300 27 150 2.9

2018/08/11 – – 23 150 3.0

2018/09/02 33 300 37 150 2.4

2018/09/14 28 300 38 150 2.3

2018/09/16 23 300 29 150 2.3

2018/11/16 18 300 21 150 2.9

2018/11/30 4 300 5 150 2.6

2018/12/16 22 300 24 150 2.5

Total: 330 – 412 – –

Columns NV and NI give the number of images taken
with the V and I filters respectively. Columns tV and
tI provide the exposure time, or range of exposure times
employed during each night for each filter. The average
seeing is listed in the last column.

mations, and the comparison with previous determi-
nations of [Fe/H] and distance. In § 9 we comment
on the structure of the HB and the correlation with
the distribution of RR Lyrae pulsation modes in the
instability strip. In § 10 we summarize our work.

2. DATA, OBSERVATIONS AND REDUCTIONS

The data used for the present work were obtained
with the 1.54−meter telescope at the Bosque Ale-
gre Astrophysical Station of the Cordoba Observa-
tory, (National University of Cordoba), Argentina,
during seventeen nights between August 19th 2017
and November 30th 2018. A total of 330 and
412 V and I CCD images were acquired. The de-
tector used was a CCD Alta F16M of 4096×4096
square 9-micron pixels, binned 2× 2, with a scale of
0.496 arcsec/pix (after binning). The images were
trimmed to 1200 × 1200 pixels, for a useful field of
view (FoV) of approximately 10× 10 arcmin2.

Table 1 summarizes the observation dates, expo-
sure times and average seeing conditions.

2.1. Difference Image Analysis

For the reduction of our data, we employed the
software Difference Imaging Analysis (DIA) with its
pipeline implementation DanDIA4 (Bramich 2008;

4DanDIA is built from the DanIDL library of IDL routines
available at http://www.danidl.co.uk
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Fig. 1. Transformation relations obtained for the V and
I filters between the instrumental and the standard pho-
tometric systems. We employed a set of standard stars
in the field of NGC 1261 from the collection of Stetson
(2000). The colour figure can be viewed online.

Bramich et al. 2013). With this, we were able to
obtain high-precision photometry for all the point
sources in the FoV of our CCD images. First, a ref-
erence image is created by DanDIA by stacking the
best images in each filter; then, the reference image
is subtracted from the rest of the images. In each ref-
erence image, we measured the fluxes (referred to as
reference fluxes) and positions of all PSF-like objects
(stars) by extracting a spatially variable empirical
PSF. This PSF is built from about 300-400 isolated
stars, and a third degree polynomial is fitted to each
detected object.

Differential fluxes are converted into total fluxes.
The total flux ftot(t) in ADU/s at each epoch t can
be estimated as:

ftot(t) = fref +
fdiff(t)

p(t)
, (1)

where fref is the reference flux (ADU/s), fdiff(t) is
the differential flux (ADU/s) and p(t) is the photo-
metric scale factor (the integral of the kernel solu-
tion). Conversion to instrumental magnitudes was
achieved using:

mins(t) = 25.0− 2.5 log [ftot(t)] , (2)

where mins(t) is the instrumental magnitude of the
star at time t. The above procedure has been de-
scribed in detail in Bramich et al. (2011).

2.2. Photometric Calibrations

2.2.1. Relative Calibration

To correct for possible systematic errors, we
applied the methodology developed in Bramich &
Freudling (2012) to solve for the magnitude offsets
Zk that should be applied to each photometric mea-
surement from the image k. In terms of DIA, this
translates into a correction for the systematic error
introduced into the photometry due to a possible er-
ror in the flux-magnitude conversion factor (Bramich
et al. 2015). In the present case the corrections
were very small, ≈ 0.001 mag for stars brighter than
V ≈ 18.0.

2.2.2. Absolute Calibration

Standard stars in the field of NGC 1261 are in-
cluded in the online collection of Stetson (2000)5 and
we used them to transform instrumental vi magni-
tudes into the Johnson-Kron-Cousins standard VI

system. These stars are distributed in the cluster
periphery, they are generally isolated and can be ac-
curately measured by DanDIA. The mild colour de-
pendence of the standard minus instrumental mag-
nitudes is shown in Figure 1. The transformation
equations are explicitly given in the figure itself.

2.2.3. Internal Errors

The internal errors of our CCD photometry can
be evaluated via the rms diagram of Figure 2.

3. VARIABLE STARS IN NGC 1261

There are 29 variable stars listed in the Catalogue
of Variable Stars in Globular Clusters (CVSGC)
(Clement et al. 2001). The time-series VI photom-
etry obtained in this work is reported in Table 2,
of which only a small portion is included in the
printed version of the paper. The full table shall be
available in electronic form in the Centre de Donnés
astronomiques de Strasbourg database (CDS). The
variables V17, V20, V26, V27 and V31 are blended
in our images and could not be resolved; therefore,
they are neither included in the Table 2 nor discussed
in this paper. The light curves in our data for the
RRab, RRc and the SX Phe V25 are displayed in
Figure 3. Our determinations of their mean magni-
tudes, amplitudes and periods are given in Table 3.
The rms diagrams in the V and I filters and the
colour-magnitude diagram (CMD) of the cluster are
shown in Figures 2 and 4 respectively. The positions
of the known variable stars are also shown.

5http://www3.cadc-ccda.hia-iha.nrc-cnrc.gc.ca/

community/STETSON/standards
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Fig. 2. rms of all light curves measured in our images as
a function of the mean magnitude. Colour symbols indi-
cate the position of the known variable stars as follows:
blue and green for RRab and RRc stars respectively, red
for SR stars and turquoise for the SX Phe star V25. The
colour figure can be viewed online.

It is rather clear that the scatter around the hori-
zontal branch (HB) is large and that some RR Lyrae
stars appear much too bright. It is common to use
the star position on the CMD as an argument against
membership in the cluster, i.e., RR Lyrae stars that
appear much above or below the HB. The informa-
tion now available in the Gaia DR2 data base (Gaia
Collaboration 2018), enables a deeper discussion on
possible contamination by neighbouring unresolved
stars and their proper motions. In the following sec-
tion we shall refer to individual RR Lyrae stars with
peculiar positions in the CMD.

Regarding the SX Phe stars, there are three of
them reported in the CVSGC: V25, V26 and V30.
Our light curve of V25 is shown in Figure 3. How-
ever, we have been unable to detect the faint stars
V26 and V30, near the cluster core, probably be-
cause of the seeing conditions during our observa-
tions. Nevertheless, we want to point out that we
see no stars, or that they are badly blended, in the
positions marked in the identification chart of the
discovery paper (Salinas et al. 2007).

3.1. On the Cluster Membership and Light

Contamination of Individual Variables

With the aim of producing a colour-magnitude
diagram (CMD) free of field stars, we applied the

TABLE 2

TIME-SERIES VI PHOTOMETRY FOR THE
VARIABLES STARS OBSERVED IN THIS

WORK*

Variable Filter HJD Mstd mins σm

Star ID (d) (mag) (mag) (mag)

V2 V 2457985.75380 16.864 19.293 0.010

V2 V 2457985.75851 16.830 19.259 0.010

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

V2 I 2457985.74544 16.417 19.673 0.019

V2 I 2457985.74783 16.367 19.622 0.018

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

V3 V 2457985.75380 16.304 18.752 0.006

V3 V 2457985.75851 16.294 18.741 0.006

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

V3 I 2457985.74544 15.535 18.791 0.009

V3 I 2457985.74783 15.537 18.794 0.009

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

*The standard and instrumental magnitudes are listed
in Columns 4 and 5, respectively, corresponding to the
variable stars in Column 1. Filter and epoch of mid-
exposure are listed in Columns 2 and 3, respectively. The
uncertainty in mins is listed in Column 6, which also
corresponds to the uncertainty on Mstd. A full version
of this table is available at the CDS database.

method of Bustos Fierro & Calderón (2019) to iden-
tify probable members in the field of the cluster. The
method uses the high quality astrometric data avail-
able in Gaia DR2, and is based on the Balanced It-
erative Reducing and Clustering using Hierarchies
(BIRCH) algorithm (Zhang et al. 1996) in a four-
dimensional space of physical parameters –positions
and proper motions– that detects groups of stars in
that 4D-space. We extracted 5258 Gaia sources that
are very likely members of the cluster. The mem-
bership analysis shows that most of the stars in this
field are indeed members of the cluster, but that
their proper motions are quite small (≈ 2 mas/yr),
and that their distribution overlaps well with that
of the field stars. The top two panels of Figure 4
display the full CMD diagram before and after the
field star correction. Almost all known variables are
matched with a member. The exceptions are stars
V24, V26 and V31, that match sources of unknown
membership, because their proper motions were not
measured in the Gaia survey.

Plotting the positions of all Gaia DR2 sources in
the field of our images we noted that, in some cases,
two or even three of them can fall within the FWHM
of the PSF of a detected stellar source. A direct
consequence of this is an alteration of the magnitude
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Fig. 3. VI light curves of known RRab, RRc stars and the SX Phe V25 in NGC 1261.

.

of the star, making it apparently brighter and, in
the case of variable stars, artificially reducing the
amplitude of their light curves.

In Figure 5, we show an amplification of the HB
region of NGC 1261. In the left panel, known vari-
ables are plotted using the intensity weighted mean
〈V 〉 and 〈I〉 listed in Table 3. RRab and RRc stars
are represented by blue and green symbols respec-
tively. It is evident that some of the RR Lyrae stars
are much too bright relative to the ZAHB, namely,
V3, V19, V22, V24, V28 and V29. The positions of
the two RRc stars V22 and V28 are also much red-
der than expected. As a reference, the vertical black
line that represents the empirical red edge of the first

overtone instability strip (FORE) is also displayed
(Arellano Ferro et al. 2016).

To help decide whether the odd positions of these
stars are the result of light pollution, or simply of
their being non-members, we analysed the photo-
metric values of all Gaia sources present in a given
variable star PSF. The magnitudes of the individual
sources in the Gaia photometric system, G-, GBP-,
and GRP-band, were transformed into V and I mag-
nitudes using the relationships provided by J.M. Car-
rasco (2018: Gaia team), and available in § 5.3.7 of
the Gaia DR2 documentation6. Then, the expected
combined magnitude was calculated, and hence an

6http://gea.esac.esa.int/arcfhive/documentation/

GDR2/index.html
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Fig. 4. Colour-magnitude diagram of NGC 1261. In the left panel, black and light blue symbols are used to distinguish
between cluster members and non-members. The right panel displays only the cluster members. On the HB, blue and
green symbols stand for RRab and RRc stars. Red and pink symbols represent SR and SX Phe stars. We searched for
new SX Phe variables within the blue straggler region defined as the red box and found none. Isochrones and ZAHB
are from the models of VandenBerg et al. (2014) for [Fe/H]=-1.4, Y=0.25 and [α/Fe]=+0.4 for 10 and 11 Gyr, and have
been shifted to a distance of 17.2 kpc, and a reddening E(B − V )=0.01. The colour figure can be viewed online.

 V9

 V16

 V28

 V22

 V3

 V5

 V19

 V24  V29

 V9
 V16

 V28

 V22

 V3

 V24

 V29

Fig. 5. Expansion of the HB branch of NGC 1261. The left panel shows the HB region built from the VI indices of this
work. Labelled stars are those with more than one Gaia DR2 source within their PSF. Their corrected positions in the
CMD are represented by open triangles and labelled with red numbers, see § 3.1 for details. The vertical black line is
the empirical position of the red-edge first-overtone instability strip (FORE), defined by Arellano Ferro et al. (2016).
(See the discussion in § 6 and § 9). The right panel shows the HB region built from the Gaia DR2 photometric indices.
With the exception of the peculiar stars discussed in § 3.1 the resulting distribution of the RR Lyrae stars is comparable
in both panels. The colour figure can be viewed online.

estimation was derived of the correction to be ap-
plied to our observed (combined) V and I magni-
tudes. This also enabled us to estimate the ampli-
tude corrections.

In Table 4 we list the variable stars with two
Gaia sources within their PSF. We used the variabil-
ity flag in Gaia DR2 to identify the variable compo-
nent when available; for stars without variability flag

(V17, V24 and V29) we analysed their positions in
the CMD with Gaia DR2 magnitudes and colours to
decide which is the variable and which is the con-
taminant. Their Gaia magnitudes were transformed
into the Johnson-Kron-Cousins photometric system
(VGaia , IGaia and VGaia − IGaia), and the combined
magnitudes of the pair, Vmix and Imix, were cal-
culated. The differences between the magnitude of
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TABLE 3

DATA OF VARIABLE STARS IN NGC 1261 IN THE FoV OF OUR IMAGES

Star ID Type < V > < I > AV AI P HJDmax α (J2000.0) δ (J2000.0) Gaia DR2 ID

(mag) (mag) (mag) (mag) (days) + 2450000

V2 Bl RRab 16.780 12.285 1.16 0.76 0.585730 8095.6967 03:12:11.28 −55:12:22.0 4733794790512123904

V3 RRab 16.248 15.540 0.65 0.30 0.537003 8439.8438 03:12:21.78 −55:13:50.7 4733793764014756224

V4 RRab 16.633 16.002 1.10 0.61 0.492876 8376.7150 03:12:18.56 −55:13:28.4 4733794519928245888

V5 RRab 16.690 16.127 0.96 0.64 0.513313 8012.7930 03:12:11.93 −55:13:01.9 4733794588651585664

V6 Bl RRab 16.759 16.199 0.94 0.62 0.564100 8335.8557 03:12:25.05 −55:13:08.6 4733793867093968896

V7 RRc 16.835 16.388 0.47 0.32 0.333546 8095.5598 03:11:58.44 −55:10:37.3 4733797852825688704

V8 RRab 16.283 – 0.86 – 0.538204 8012.8146 03:12:00.44 −55:15:16.4 4733700580405300480

V9 RRc 16.846 16.598 0.58 0.41 0.297221 8019.6966 03:12:20.40 −55:13:35.3 4733794519928956800

V10 RRab 16.800 16.283 1.06 0.77 0.583374 8364.7012 03:12:21.99 −55:11:45.9 4733794726089585664

V11 RRab 16.843 16.174 0.39 0.26 0.662171 8335.9157 03:12:05.50 −55:11:27.7 4733794859231637376

V12 RRab 16.821 16.238 0.49 0.32 0.610285 8095.6920 03:12:26.15 −55:12:45.8 4733794657370122880

V13 RRc 16.698 16.317 0.45 0.24 0.337568 8019.7891 03:12:07.01 −55:14:33.1 4733700713548568832

V14 Bl RRab 16.775 16.228 1.23 0.73 0.573977 8378.7791 03:12:09.75 −55:14:07.6 4733700717844254080

V15 SR 13.778 11.948 – – – 8007.7702 03:12:02.50 −55:10:48.1 4733797814168962304

V16 Bl RRab 16.561 15.961 0.67 0.56 0.526160 8469.6225 03:12:13.90 −55:13:12.9 4733794588651555584

V171 RRab – – – – 0.511631 7986.8406 03:12:15.50 −55:12:36.2 4733794588651549824

V19 Bl RRab 16.461 15.951 0.84 0.58 0.653738 8376.7652 03:12:18.19 −55:12:44.7 4733794691727354624

V201 RRab – – – – – – 03:12:19.31 −55:13:00.4 4733794623011123200

V21 RRc 16.881 16.408 0.54 0.34 0.336180 8439.8209 03:12:14.47 −55:12:31.3 4733794588651163648

V22 RRc 16.516 15.855 0.45 0.18 0.302567 8033.8565 03:12:16.49 −55:13:38.1 4733794519931924224

V23 SR 13.632 11.926 – – – 8055.6833 03:12:15.69 −55:12:40.7 4733794588651583616

V24 RRab 15.724 15.153 0.32 0.18 0.624395 8376.6983 03:12:14.43 −55:13:34.8 4733794554291694592

V25 SX Phe 18.710 18.300 0.25 0.18 0.056503 8033.7103 03:12:17.17 −55:11:22.7 4733794932246020480

V261 SX Phe – – – – – – 03:12:17.05 −55:12:43.9 4733794588651476224

V271 SR – – – – – – 03:12:14.63 −55:13:06.2 4733794588651284992

V28 RRc 16.025 15.285 0.25 0.11 0.287349 7986.7667 03:12:13.53 −55:13:00.8 4733794588651177344

V29 Bl RRab 15.742 14.911 0.29 0.10 0.598775 7986.8960 03:12:13.05 −55:13:20.5 4733794554291844352

V301 SX Phe – – – – – – 03:12:16.58 −55:12:54.0 4733794588648149248

V31 EC – – – 0.30 0.052493 8439.8246 03:12:18.70 −55:14:16.0 4733794519931172608

Bl : RR Lyrae with Blazhko effect.
1Star not resolved in our images.

the variable component and the combined magni-
tude of the pair, ∆V and ∆I, were computed; the
corrected positions are represented by triangles in
the left panel of Figure 5 and labelled with red num-
bers. The corrected amplitudes due to the presence
of the neighbour star (Amp V and Amp I) were also
calculated, and are represented by colour symbols
and vertical displacements in the Bailey diagram,
discussed below in § 6. It can be seen in that di-
agram that, after the corrections of the amplitudes,
most stars have moved much closer to the expected
locus for this OoI type cluster.

The persistent peculiar positions of some vari-
ables in the CMD make suspicious their membership
status in the cluster, or perhaps a serious light pol-
lution by neighbouring stars is corrupting our pho-
tometry for these specific objects. In the right panel
of Figure 5, we reproduced the HB of the cluster
using the Gaia DR2 photometric indices. It is re-
warding to see that all RR Lyrae stars fall properly
on the HB, which also indicates that the selection
of the true variable, performed in Table 4 for those
stars contaminated by a secondary Gaia source, was

correct. This figure also shows that the distribution
of modes on the HB is neatly segregated, a property
that will be discussed later in the paper.

We can conclude that all known variables are
most likely cluster members, and that our photome-
try for these stars, namely V3, V16, V19, V24, V28
and V29 is seriously contaminated by an unseen,
close, well within the PSF, neighbour.

We note that the two SR V15 and V23, are mem-
bers; regarding the three SX Phe, V25 lies in the blue
straggler region and seems a likely member, V26 has
no values for proper motion and V30 is definitely not
a member. The latter two were not detected in our
photometry. Hence, our calculations of the physi-
cal parameters will be restricted to the non-peculiar
stars and will be described below.

3.2. Searching for New Variables

Since prolonged time-series have proven success-
ful to identify new variables, we have performed a
systematic search for them with the few strategies
discussed below.
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TABLE 4

VARIABLE STARS WITH TWO GAIA DR2 SOURCES WITHIN THEIR PSF*

VAR Gaia DR2 ID G GBP −GRP VGaia IGaia VGaia − IGaia Vmix ∆V Imix ∆I Amp V Amp I

(mag) (mag) (mag) (mag) (mag) (mag) (mag) (mag) (mag) (mag) (mag)

V3 4733793764014756224 16.6773 0.5234 16.746 16.295 0.451 15.91 0.83 15.32 0.98 1.39 0.74

V3 4733793764014757248 16.4500 0.8248 16.591 15.883 0.708 – – – – – –

V4 4733794519928245888 16.5663 0.5417 16.638 16.172 0.467 16.50 0.14 16.07 0.10 1.26 0.67

V4 4733794519931768192 18.7558 – 18.773 18.735 0.038 – – – – – –

V9 4733794519928956800 16.6788 0.3993 16.727 16.377 0.350 16.67 0.05 16.34 0.04 0.61 0.43

V9 4733794519928957056 19.9313 – 19.949 19.910 0.038 – – – – – –

V16 4733794588651555584 16.5656 0.6003 16.650 16.134 0.516 16.28 0.37 15.88 0.25 – –

V16 4733794588651555840 17.6072 – 17.625 17.586 0.038 – – – – – –

V17 4733794588651549824 16.6079 0.6079 16.694 16.172 0.522 15.76 0.93 15.14 1.03 – –

V17 4733794588651550080 16.2219 0.7993 16.356 15.670 0.686 – – – – – –

V22 4733794519931924224 16.6257 0.4764 16.686 16.273 0.413 15.89 0.80 15.49 0.78 0.91 0.37

V22 4733794519931924352 16.5920 0.6806 16.592 16.217 0.375 – – – – – –

V24 4733794554291694592 16.4950 0.6173 16.583 16.053 0.530 15.67 0.91 15.27 0.78 0.73 0.36

V24 4733794554291623424 16.2512 0.3297 16.290 15.996 0.294 – – – – – –

V27 4733794588651284992 16.5018 0.5269 16.571 16.117 0.454 16.33 0.24 15.94 0.17 – –

V27 4733794588651285376 18.0489 – 18.067 18.028 0.038 – – – – – –

V28 4733794588651177344 16.5151 0.5204 16.583 16.134 0.449 15.89 0.69 15.62 0.52 0.48 0.18

V28 4733794588651552256 16.6861 – 16.704 16.665 0.038 – – – – – –

V29 4733794554291844352 16.5704 0.5458 16.588 16.550 0.038 15.92 0.73 15.64 0.54 – –

V29 4733794554291843840 16.6775 – 16.695 16.657 0.038 – – – – – –

*For every pair, the Gaia DR2 source in the first line is the variable and the one in the second line is the contaminant.
See § 3.1 for details.

On the CMD of NGC 1261, we isolated all stars
contained in regions where it is common to find vari-
able stars, e.g. near the instability strip (IS) in
the horizontal branch (HB), the blue straggler re-
gion (BS) and near the tip of the red giant branch
(TRGB). We analysed the light curves of the stars
in those regions and looked for variability by deter-
mining their period (if any), using the program pe-

riod04 (Lenz & Breger 2005) or the string-length
method (Burke et al. 1970; Dworetsky 1983); then,
we plotted their apparent magnitudes with respect
to their phase. For long-term variables, the magni-
tude is plotted as a function of heliocentric Julian
day in search for hints of variability. This procedure
recovered all known variables, but we found no new
ones in our data.

Another method consists in the detection of vari-
ations of PSF-like peaks in stacked residual images,
from which we can see the variable stars blink.
Again, all previous known variables were detected,
but no new variables emerged.

3.3. About the RR Lyrae Stars from Gaia DR2 in

the Field of NGC 1261

In their catalogue of RR Lyrae stars identified
via the Specific Object Study pipeline in Gaia DR2
all over the sky, Clementini et al. (2019) report

21 RR Lyrae stars within a radius of 20 arcmin
around NGC 1261. Eighteen of these are known RR
Lyrae stars listed in the CVSGC. Two stars, well
in the outskirts of that field, (Gaia DR2 sources
4734551739843543808 and 4733801701116515200),
are not members according to the method of Bus-
tos Fierro & Calderón (2019) and are not in the field
of our observations. A third star near the cluster
core (Gaia DR2 source 4733794519931744000), cate-
gorised by Clementini et al. (2019) as an RRc star, is
present in our light curve collection. We identified it
as C1 in the chart of Figure 7, but we found no vari-
ations. The star, with mean magnitudes V =16.35
and I=15.63, lies somewhat above the red clump.
Thus, we do not confirm it as an RRc star.

For clarification, we offer in Figure 7 an identifi-
cation chart of all variables reported in the CVSGC.
The SX Phe stars V26 and V30, although identified
according to the coordinates in the CVSGC, were
not resolved in the photometry of the present study.

4. BAILEY DIAGRAM AND OOSTERHOFF
TYPE

The period-amplitude or Bailey diagram for RR
Lyrae stars is shown in Figure 6 for the VI band-
passes. The periods and amplitudes are listed in
Table 3. In most cases, we took the amplitudes cor-
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Fig. 6. Period-Amplitude diagram for NGC 1261. The
amplitudes of a few variables have been corrected for the
presence of an unresolved neighbour. These are plotted
with green and blue symbols for RRc and RRab stars,
respectively. Triangles are used for Blazhko variables.
The distribution of stars is characteristic of Oo I type
clusters. See § 3.1 and § 4 for details. The colour figure
can be viewed online.

responding to the best fit provided by the Fourier
decomposition of the light curves. In cases where the
light curve showed Blazhko effect, the maximum am-
plitude was measured and the star was plotted with a
triangular marker. The continuous and dashed black
lines in the top panel of Figure 6 are the loci for un-
evolved and evolved stars according to Cacciari et al.
(2005). The red parabolas were calculated by Arel-
lano Ferro et al. (2015) from a sample of RRc stars in
five OoI clusters, avoiding Blazhko variables. In the

bottom panel, the blue solid and segmented loci for
unevolved and evolved stars, respectively, are taken
from Kunder et al. (2013).

As noted in § 3.1, a few variables are clearly
unresolved from very close neighbours. In these
cases, the amplitudes were corrected using the
individual magnitudes of the components listed in
Table 4. The corrected amplitudes are indicated in
Figure 6 by green and blue symbols for RRc and
RRab stars, respectively. It is rather clear that the
amplitude corrections help sustain the fact that the
distribution of stars concentrates around the un-
evolved sequences, as expected for Oo I type clusters.

5. COMMENT ON THE CLUSTER REDDENING

While this cluster is far away from the Galactic
disk, and a very low reddening has been assigned to
it, it is always a good exercise to calculate the red-
dening by an independent method. Individual red-
denings for RRab stars can be estimated using the
colour curve near minimum. Proposed originally by
Sturch (1966), the method has now been calibrated
in the VI passbands by Guldenschuh et al. (2005),
who concluded that the intrinsic colour (V − I)0 of
RRab stars curves at phases 0.5-0.8, is 0.58 ± 0.02.
We calculated the observed (V − I) at this phase
range in our light curves and estimated individual
values of E(V − I), the average of which, converted
to E(B − V ) = E(V − I)/1.259 is 0.055 ± 0.051,
i.e., nearly zero, and in agreement with the inter-
stellar reddening of E(B − V ) = 0.01 given by
the calibrations of Schlafly & Finkbeiner (2011) and
Schlegel et al. (1998). In what follows we shall adopt
E(B − V ) = 0.01.

6. RR LYRAE STARS: [Fe/H] AND MV FROM
LIGHT CURVE FOURIER DECOMPOSITION

Fourier decomposition of the light curves and the
use of empirical calibrations enable us to estimate
some key physical stellar parameters. The Fourier
series to mathematically describe the light curve is
of the form:

m(t) = A0 +

N∑

k=1

Ak cos(
2π

P
k(t− E0) + φk) , (3)

where m(t) is the magnitude at time t, P is the
period of pulsation, and E0 is the epoch. When
calculating the Fourier parameters, we used a least-
squares approach to estimate the best fit for the am-
plitudes Ak and phases φk of the light curve compo-
nents. The phases and amplitudes of the harmonics
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Fig. 7. Identification charts of all known variables in NGC 1261. The field of the left chart is 5.4′ × 5.4′, and the cluster
core on the right chart is 1.3′ × 1.3′. The star labelled C1 is the one listed as an RR Lyrae by Clementini et al. (2019),
but in this work it is found to be non-variable (cf. § 3.3).

TABLE 5

FOURIER COEFFICIENTS AK FOR K = 0, 1, 2, 3, 4, AND PHASES φ21, φ31 AND φ41, FOR RRab AND
RRc STARS*

Variable ID A0 A1 A2 A3 A4 φ21 φ31 φ41

(V mag) (V mag) (V mag) (V mag) (V mag)

RRab stars

V2 16.788(4) 0.331(6) 0.126(6) 0.072(6) 0.029(6) 4.036(59) 8.198(99) 6.147(219)

V6 16.752(2) 0.305(4) 0.146(4) 0.098(3) 0.070(4) 3.910(33) 8.215(51) 6.205(68)

V10 16.810(3) 0.377(4) 0.189(3) 0.128(4) 0.077(4) 3.936(27) 8.255 (39) 6.191(59)

V11 16.837(3) 0.147(4) 0.060(3) 0.028(4) 0.011(4) 4.050(78) 8.587 (139) 7.709(344)

V12 16.816(2) 0.177(3) 0.070(3) 0.034(3) 0.018(3) 4.406(48) 9.254(90) 7.522(150)

V14 16.775(3) 0.368(5) 0.182(4) 0.154(5) 0.088(5) 4.079(39) 8.369 (51) 6.378(75)

RRc stars

V7 16.810(3) 0.181(4) 0.011(4) 0.019(4) 0.008(4) 4.665(31) 4.415(201) 2.409(509)

V9 16.846(1) 0.285(2) 0.052(2) 0.028(2) 0.028(2) 4.749(37) 2.734(64) 1.485(67)

V13 16.698(2) 0.222(3) 0.026(3) 0.013(3) 0.008(2) 4.792(114) 3.815(206) 2.681(318)

V21 16.881(1) 0.262(2) 0.022(2) 0.023(2) 0.006(2) 4.795(88) 4.115(88) 2.729(347)

*The numbers in parentheses indicate the uncertainty of the last decimal places.

in equation 3, i.e. the Fourier parameters, are de-
fined as φij = jφi − iφj , and Rij = Ai/Aj .

This approach has been regularly used for RR
Lyrae stars in a large number of clusters (e.g., Are-
llano Ferro et al. (2018a); Deras et al. (2019) and ref-
erences therein). To avoid a lengthy repetition, we
refer the reader to § 4 of Deras et al. (2019) for the
specific calibrations. Particularly, their equations 4
and 5 describe the calibrations for RRab stars of Ju-
rcsik & Kovács (1996) and Kovács & Walker (2001),
which render values of [Fe/H] and MV , with stan-
dard deviations of 0.14 dex and 0.04 mag respec-

tively, and to equations 6 and 7, that give the cali-
brations for RRc stars of Morgan et al. (2007) and
Kovács & Kanbur (1998) with standard deviations
of 0.14 dex and 0.042 mag respectively. We have not
included in the calculation of physical parameters
those stars that are apparently contaminated by a
neighbouring source (cf. § 3.1); since the presence of
a neighbour also perturbs the light curve shapes and
the Fourier parameters, so that the derived phys-
ical parameters become spurious. In Table 5 we
list the Fourier parameters, and in Table 6 the cor-
responding individual physical parameters for the
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TABLE 6

PHYSICAL PARAMETERS FROM THE FOURIER FIT FOR RRab AND RRc STARS*

RRab stars

Star [Fe/H]ZW [Fe/H]UVES MV log Teff log(L/L⊙) M/M⊙ R/R⊙

V2 −1.46(9) −1.37(10) 0.570(9) 3.811(25) 1.672(3) 0.70(21) 5.49(2)

V6 −1.49(5) −1.40(5) 0.604(5) 3.809(10) 1.658(3) 0.67(8) 5.46(1)

V10 −1.53(4) −1.44(4) 0.517(6) 3.810(10) 1.693(2) 0.70(8) 5.66(2)

V11 −1.51(13) −1.43(14) 0.600(6) 3.790(39) 1.660(2) 0.67(31) 5.98(2)

V12 −0.69(9)** −0.67(4)** 0.635(4) 3.813(18) 1.646(2) 0.55(12) 5.29(1)

V14 −1.39(5) −1.28(5) 0.562(7) 3.812(11) 1.675(3) 0.66(9) 5.49(2)

Weighted Mean −1.48 −1.38 0.590 3.810 1.664 0.66 5.51

σx̄ ± 0.05 ± 0.05 ± 0.042 ± 0.008 ± 0.006 ± 0.05 ± 0.09

RRc stars

Star [Fe/H]ZW [Fe/H]UVES MV log Teff log(L/L⊙) M/M⊙ R/R⊙

V7 −1.06(42) −0.95(32) 0.571(18) 3.869(1) 1.672(7) 0.49(1) 4.21(4)

V9 −1.63(11) −1.57(13) 0.512(9) 3.866(1) 1.695(4) 0.63(1) 4.37(2)

V13 −1.50(41) −1.41(44) 0.588(10) 3.864(1) 1.677(4) 0.51(1) 4.47(2)

V21 −1.31(18) −1.19(17) 0.571(10) 3.866(1) 1.672(4) 0.49(1) 4.25(2)

Weighted Mean −1.51 −1.38 0.547 3.866 1.681 0.54 4.31

σx̄ ± 0.29 ± 0.29 ± 0.014 ± 0.001 ± 0.005 ± 0.03 ± 0.05

*The numbers in parentheses indicate the uncertainty on the last decimal places. See § 6 for a detailed discussion.
**Not included in the average of [Fe/H].

stars included in the calculation and the average val-
ues. For comparison, we have transformed [Fe/H]ZW
on the Zinn & West (1984) metallicity scale into
the UVES scale using the equation [Fe/H]UVES =
−0.413+0.130 [Fe/H]ZW−0.356 [Fe/H]2

ZW
(Carretta

et al. 2009). It should be noted that the uncertainties
we have quoted in Table 6 only represent the inter-
nal errors associated to the Fourier fitting procedure,
and do not include any systematic errors that may be
inherent to the use of the calibrations quoted above
to estimate the physical parameters. The standard
deviation of the mean σx̄, given below the weighted
mean physical parameters, is comparable to the stan-
dard deviation of the calibrations, and represents a
more reliable estimate of the systematic errors in our
procedure.

7. PREVIOUS METALLICITY ESTIMATES OF
NGC 1261

To our knowledge, no spectroscopic determina-
tion of the metallicity of NGC 1261 or of any of
its stars has ever been published. Estimations of
[Fe/H] based on photometric indices and their cali-
brations do exist; they use the height above the HB,
the slope of the HB, and the intrinsic colour (B−V )0
of the reg-giant branch (RGB) at the HB level. Fer-
raro et al. (1993) employed these methods and found
–1.54±0.4, –1.85±0.2 and –1.26±0.04 respectively,
adopting a weighted average −1.4±0.2. The value of

[Fe/H] listed in the catalogue of Harris (1996) (2010
edition) is −1.27, which corresponds to the compiled
average of Carretta et al. (2009) in their UVES scale,
which is equivalent to −1.4 ± 0.2 in the Zinn-West
scale.

Our results, based on the Fourier decomposition
and calibrations discussed in § 6 and listed in Table
6 are, for the RRab stars: [Fe/H]zw = −1.48 ± 0.05
or [Fe/H]UVES = −1.38 ± 0.05, and for the RRc
stars: [Fe/H]zw = −1.51 ± 0.29 or [Fe/H]UVES =
−1.38±0.29. Since different empirical relations have
been used to estimate the metallicities of the RRab
and RRc stars, there may be some systematic offset
between the metallicity estimates for the two types
of variable. We should note the peculiarly large value
of [Fe/H] found for star V12. The reason for this is
the anomalously large value of the Fourier parameter
φ31 of 9.254±0.09. Star V12 is among the smallest
amplitude and largest period RRab in NGC 1261,
and reminds us of the case of star V12 in NGC 6171,
whose light curve structure is different from that of
other RRab stars (Clement & Shelton 1997), and
thus is not suitable for the calculation of [Fe/H] from
the Fourier analysis. Although the associated uncer-
tainties of our average values of [Fe/H] are smaller
than those of previous determinations, the values are
slightly more metal-weak than those published; still,
they are rather in agreement, within the given un-
certainties.
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8. ON THE DISTANCE TO NGC 1261

The solar distance to NGC 1261 recorded in the
catalogue of Harris (1996) (2010 edition) is 16.3 kpc,
calculated from the estimated mean V = 16.70±0.05
level HB of Ferraro et al. (1993), adopting a [Fe/H]-
MV relation with [Fe/H] and E(B − V ) = 0.01.
Our Fourier estimates of MV and 〈V 〉 for RRab and
RRc stars lead to mean distances of 17.2 ± 0.4 and
17.6± 0.7 kpc respectively. Considering that the
scatter of the 6 RRc stars in the CMD is large, and
that we only used the RRab closer to the ZAHB,
we should probably ignore the distance obtained
from the RRc stars, in which case our best estimate
of the distance to the cluster from this method is
17.2±0.4 kpc. In Figure 4 we have shifted the ZAHB
and isochrones to this distance, although, admittedly
an eye fit of the HB suggests a brighter ZAHB for a
distance of about 16.8 kpc

Another independent method to estimate the dis-
tance to the cluster is via the P-L relations of SX Phe
stars and of RR Lyrae stars. In the former case, we
have calculated MV of the star V25, the only SX
Phe detected in our study, using three versions of
the P-L relations from Cohen & Sarajedini (2012),
Poretti et al. (2008) and Arellano Ferro et al. (2011),
and found 16.1, 15.5 and 15.0 kpc respectively, i.e.,
all values well below the estimates based on the HB
luminosity.

Alternatively, the P-L in the I-band for RR
Lyrae stars derived by Catelan et al. (2004); MI =
0.471 − 1.132 log P + 0.205 log Z, with log Z =
[M/H]−1.765; [M/H] = [Fe/H]−log(0.638 f+0.362)
and log f = [α/Fe] (Salaris et al. 1993), was ap-
plied to the RRab and RRc stars residing close to
the ZAHB in the CMD of Figure 4. From 6 RRab
and 4 RRc stars we found an average distance of
16.65± 0.27 kpc, which agrees very well with the re-
sults obtained from the Fourier light curve decompo-
sition approach. In summary, the best results for the
cluster distance are obtained from the Fourier light
curve decomposition of the RRab stars that show
little scatter near the ZAHB, and the P-L (I) rela-
tionship; these methods give an average of 16.7 kpc
and an uncertainty between 0.7 and 0.3 kpc, respec-
tively.

9. STRUCTURE OF THE HB AND AGE

NGC 1261 has a very red HB. The HB
structure can be characterised by the parameter
L ≡ (B −R)/(B + V +R) = −0.67. In the HB re-
gion shown in the left panel of Figure 5, built from
our VI indices, the RRab and RRc stars appear

Fig. 8. The HB structure parameter L as function
of [Fe/H]. Circles and squares are used for inner and
outer halo clusters, respectively. The black-rimmed sym-
bols represent globular clusters where the fundamental
and first overtone modes are well segregated around the
FORE, as opposed to filled non-rimmed symbols. The
upper and lower solid lines are the limits of the Ooster-
hoff gap according to Bono et al. (1994). Empty symbols
are clusters not yet studied by our group. The colour fig-
ure can be viewed online.

clearly well segregated by the FORE. This is con-
firmed in the right panel, built with the Gaia DR2
indices. Figure 8 is an updated version of Fig-
ure 9 of Arellano Ferro et al. (2018b) which in-
cludes NGC 1261 and a few other clusters. Clearly
NGC 1261, like other Oo I clusters with very red
HBs like NGC 6171 (M107) and NGC 6362, shows a
neat segregation of pulsation modes among the RR
Lyrae stars. Other Oo I clusters with a similarly red
HB where the RRc-RRab distribution is yet to be
explored are: NGC 362, Rup 106 and NGC 6712.
In Rup 106, however, no RRc stars are known, and
NGC 6712 is an interesting borderline case, since
either a few RRab are sitting in the either-or re-
gion, or the FORE is shifted to the red by only
about 0.04 mag (Deras 2019; private communica-
tion), which is the uncertainty in the location of the
FORE. We have found that in all Oo II clusters the
modes are always segregated. Only a few Oo I clus-
ters with L between 0.0 and 0.7 have been found to
have the inter-mode region populated by RRab and
RRc stars: NGC 3201, NGC 5904 (M5), NGC 6402
(M14) and NGC 6934.
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Based on Hubble Space Telescope Advanced
Camera for Surveys photometry, and using the
isochrone fitting between the base of the turnoff
and the lower RGB, VandenBerg et al. (2013) con-
cluded that the age of NGC 1261 is 10.75 ± 0.25
Gyr. Since the precision of our photometry, and
the dispersion in the CMD near the TO are in-
adecuate for a subtle discussion of the age of the
system, we overplotted on our observed CMD two
isochrones for 10.0 and 11.0 Gyr from the V ictoria−
Regina stellar models of VandenBerg et al. (2014),
for [Fe/H]=−1.4, Y=0.25 and [α/Fe]= 0.4. The
isochrones and the ZAHB, shifted to a distance of
17.2 kpc and E(B − V ) = 0.01. We can see (Fig-
ure 4) that the current data set is consistent with the
age of the cluster determined by VandenBerg et al.
(2013).

10. SUMMARY AND DISCUSSION

Almost all photometric studies of NGC 1261,
both in the photographic plate and CCD eras, ded-
icated their efforts to the overall study of the clus-
ter, its CMD structure and the estimation of its age.
Only a few studies, since the pioneering works of
Fourcade & Laborde (1966) and Laborde & Four-
cade (1966) when the first variables in this cluster
were discovered, have been devoted to the study of
the cluster variable stars population. Specifically,
in the CCD era and to the best of our knowledge,
only the works of Salinas et al. (2007) and Salinas
et al. (2016) have focused on the study of the vari-
able stars in crowded environments, via the differen-
tial image approach (DIA). Yet these authors point
out the extreme difficulty of transforming the rela-
tive fluxes rendered by DIA, into the astrophysically
more useful magnitudes of a given calibrated sys-
tem. We must add that time-series do not always
fully cover the light curves in the phase diagrams.
The present study is the first one, as far as we know,
that reports complete light curves in the VI filters,
and use them to derive physical quantities from the
variable star families of NGC 1261. This approach
also allows our best estimate of the cluster distance
to be 17.2± 0.4 kpc. Individual radii and masses for
the RR Lyrae stars are also reported.

A thorough multi-approach search in a region of
about 10′ × 10′ around the cluster revealed no new
variable stars within the limitations of our CCD pho-
tometry. The Fourier decomposition technique was
employed to derive the mean values [Fe/H]UVES =
−1.38 ± 0.05 and [Fe/H]UVES = −1.38 ± 0.29 for
the RRab and RRc stars, respectively. These values
are given in the high dispersion spectroscopic scale

established by Carretta et al. (2009). These two es-
timations should be considered independent, as they
come from totally unrelated calibrations. The above
results show a cluster slightly more metal poor and
distant than generally accepted (e.g., Harris 1996).

The distribution of cluster member RR Lyrae
stars on the HB shows a rather clear split of modes
about the FORE, as seems to be the case for an-
other two or perhaps three globulars with very red
HB, namely, NGC 6171, NGC 6362 and probably
NGC 6712. Two more clusters with a very red HB
are NGC 362 and Rup 106, but no detailed study of
the distribution of modes exists for NGC 362, and
no RRc stars are known in Rup 106.

We are grateful to Cecilia Quiñones for her pro-
ficient help during the acquisition of the observa-
tions in Bosque Alegre. This project was partially
supported by DGAPA-UNAM (Mexico) via grant
IN104917-19. We have made extensive use of the
SIMBAD, ADS services.
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ABSTRACT

This paper presents the conceptual design for a new method for the suppres-
sion of OH emission lines at near-infrared (NIR) wavelengths by actively adjusting
the aperiodic fiber optic Bragg gratings tension. First, we prepared an experimental
study in which we simulated an OH emission line using a semiconductor laser at
1548.43 nm and a commercial FBG, with a Bragg wavelength of 1547.76 nm. We
demonstrated that the grating Bragg wavelength can be adjusted by controlling the
linear deformation of the fiber with a force in the range of 0 to 53.88 gf (0.528 N)
that provides a sensitivity of 0.014 nm g−1. Second, we proposed the design of a
system connected to the telescope instrumentation, with the different stages that
would allow monitoring the suppression of emission lines.

RESUMEN

Este trabajo presenta el diseño conceptual de un nuevo método para la
supresión de ĺıneas de emisión de OH en longitudes de onda del infrarrojo cer-
cano (NIR) mediante el ajuste activo de la tensión de rejillas Bragg de fibra óptica
aperiódicas. En primer lugar, realizamos un estudio experimental en el que simu-
lamos una ĺınea de emisión de OH utilizando un láser semiconductor a 1548.43 nm
y una FBG de uso comercial, con una longitud de onda de Bragg de 1547.76 nm.
Demostramos que la longitud de onda de Bragg de la rejilla puede ajustarse con-
trolando la deformación lineal de la fibra con una fuerza en el intervalo de 0 a
53.88 gf (0.528 N) que proporciona una sensibilidad de 0.014 nm g−1. En segundo
lugar, proponemos el diseño de un sistema conectado a la instrumentación del tele-
scopio con las distintas etapas que permitiŕıan monitorear la supresión de las ĺıneas
de emisión.

Key Words: atmospheric effects — infrared: general — instrumentation: photome-
ters — methods: numerical

1. INTRODUCTION

Future advances in astronomy depend on the
ability to perform deep observations at near in-
frared (NIR) wavelengths. To observe the early uni-
verse, for example, the observations must be per-
formed at increasingly longer wavelengths, as the di-
agnostic optical spectroscopic features become more
redshifted (Ellis & Bland-Hawthorn 2008). How-
ever, there are also some problems with NIR as-
tronomy, the main concern being the background
level. Of particular interest is the 1-2.5 µm re-

1Centro de Investigación e Innovación Tecnológica CIITEC

IPN, México.
2Instituto de Astronomı́a, Universidad Nacional

Autónoma de México, México.

gion. The dominant NIR infrared background arises
from very bright hydroxyl emission (Meinel 1950),
resulting from the vibrational decay of an excited
OH-radical. Furthermore, the intensity of the OH
emission is highly variable, making accurate sub-
traction very difficult (Davies 2007). Astronomers
have searched for a technology to suppress this back-
ground signal from OH emission lines. Two of
the solutions that have been proposed are: (1) the
use of space infrared telescopes such as the James
Webb Telescope (Mather 2010) still under construc-
tion and with extremely high costs (Witze 2018);
and (2) the use of new optical fiber devices that
constitute a new discipline known as astrophoton-
ics, which seeks to use photonic technologies within

351
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fibers (or other waveguides) to perform more com-
plicated functions, not feasible with traditional op-
tics (Bland-Hawthorn & Kern 2009). The use of op-
tical fibers in astronomy dates back to 1980 (Hill
et al. 1980), with significant developments through
the 80′s and 90′s, such as multi object spectroscopy,
integral-field spectroscopy, interferometry and pho-
tometry (Parry 1998). The primary use of optical
fibers has been mainly to transport light from the
telescope to an instrument. Now the application
of specialty fibers used in astrophotonics includes
multiple notch filters, multi-mode to single-mode
converters and frequency combs (Ellis & Bland-
Hawthorn 2015).

The astrophotonics solution for OH suppression
at NIR wavelengths consists of the use of two innova-
tions: aperiodic fiber Bragg gratings (AFBGs) and
photonic lanterns (Ellis & Bland-Hawthorn 2008;
Bland-Hawthorn et al. 2004; Ellis et al. 2012; Trinh
et al. 2013; Trinh 2013; León-Saval et al. 2005; Birks
et al. 2015). AFBGs have the capability to behave
as complex multi-notch filters that can suppress hun-
dreds of OH emission lines in the 1,000 to 1,800 nm
band at high attenuation (≈ 30dB in transmission)
over a large bandpass ( 200 nm), with low atten-
uation between the lines (< 0.2dB) and a narrow
wavelength interval [δλ = 0.16nm] (Bland-Hawthorn
et al. 2011). The photonic lantern is a low-loss opti-
cal device that connects one multimode core to sev-
eral cores (e.g. single-mode) (León-Saval et al. 2005;
Birks et al. 2015) and provides a mean to capture
light from the telescope as a multimode optical fiber,
convert n optical modes into the output of n single-
mode optical fibers, where the AFBGs are printed,
and convert them back again into a multimode opti-
cal fiber end to be coupled to the spectrograph. This
solution has proved to be very successful to reduce
103 OH emission lines doublets in the 1.47− 1.7µm
band by a factor of ≈1,000 using seven 50 µm core
fibers connected to 19 single mode fibers with two
sets of AFBGs each (GNOSIS instrument). How-
ever, the results were not as successful as expected
in the reduction of the background between the OH
lines (Ellis et al. 2012; Trinh et al. 2013). Despite
the success of the above technique of OH emission
lines reduction, we believe that it can be further im-
proved. We propose in this work an active tension
system that reduces in real time the variability of the
OH emission lines. We demonstrate the effect exper-
imentally by simulating one OH emission line with
a semiconductor laser at 1548.43 nm and its sup-
pression by tension tuning from 0 gf to 54 gf with a
commercially available FBG centered at 1547.76 nm.

A conceptual design of this real time active tension
system is then proposed by means of software, elec-
tronics and tension actuators.

2. ATMOSPHERIC OH EMISSION

The complex chemical composition of the up-
per layers of the atmosphere, rich in molecules of
O2, N2, NO, CO, CN, CO2, H2O, OH and the
ionizing effect caused by solar ultraviolet radiation,
present a marked dominant emission in the near-
infrared (NIR) regions of the electromagnetic spec-
trum (Schlatter 2009; Rousselot et al. 2000), com-
pared to the infrared emissions of galactic astronom-
ical objects, which in most cases can be on the order
of hundreds of times the average brightness of the
night sky background (Davies 2007). Particularly
relevant are the emissions caused by the vibrational
decay of OH located in a thin layer 6-10 km thick in
the atmosphere, at a height above sea level of 87 km
(Rousselot et al. 2000). These narrow lines show a
very compact concentration and are created by the
reaction between atomic hydrogen and ozone, pro-
viding enough energy to keep the OH populating the
vibrational level X2Πi and quantum number ν = 9
(Anlauf et al. 1968).

The observations made in the year 1999 using
the Paranal Hill telescopes and the models proposed
for the characterization of these emissions in the re-
gion 100-2,264 nm (Moorwood et al. 1999) have al-
lowed us to identify with a good approximation the
most representative components of the region com-
prised between 1,000 - 1,600 nm of the near infrared.
However, there is still much to understand about
how the emissions of the rest of the molecules in
the Earth’s atmosphere, combined with the residual
brightness of the night sky, contribute to the inte-
grated total brightness that hinders the astronomical
observations in the NIR band. The contributions by
thermal radiation both of the atmosphere and of the
instruments on the Earth’s surface, are an additional
factor to be extracted in its entirety through appro-
priate radiatives models (Ellis & Bland-Hawthorn
2008) and which are integrated at the moment of
the reduction of the observational data.

In this scenario, it is a challenge to understand
the emission in the J and H band of the electro-
magnetic spectrum between 1,100 nm-1,800 nm, a
very bright area attributed in part to the vibrational
decay of the OH radical as well as to the emission
and dispersion of zodiacal and galactic plane light,
the thermal emission of the atmosphere, the thermal
emission of the instruments, the thermal emission of
the interstellar dust and the microwave emission of
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Fig. 1. OH spectrum with the added components of the scattered zodiacal light and thermal emission (Left) (Ellis &
Bland-Hawthorn 2008). A typical emission line of the atmospheric OH (Right) (Rousselot et al. 2000; Near-Infrared
Gemini Observatory 2015).

the cosmic background. Although there are spec-
troscopic techniques to subtract them, the difficulty
to maintain a low level of brightness in the interlin-
ear regions persists and is significantly compromised
when masking techniques are used, dispersing addi-
tional brightness in these areas (Maihara et al. 2004).

The line width is caused by a combination of
processes inside the atmosphere that contribute to
a greater or lesser extent, and of which stand out:
the Doppler effect due to the thermal movement of
the molecules, which imprints a dominant profile in
the line width, typically Gaussian; the collisional and
natural effects contribute with a Lorentzian com-
ponent, giving rise to a convoluted symmetry that
is distinguished by the formation of weak lateral
wings. To model these effects together under certain
thermodynamic considerations typical of the atmo-
spheric layer the Voigt profile model proposed by
Ellis and Bland Hawthorn (Ellis & Bland-Hawthorn
2008) is considered to be one of the best approxi-
mations to the extremely narrow profile of the OH
emission lines. These have been compared with the
spectra obtained and cataloged by Rousselot in 2000
(Rousselot et al. 2000). This is the starting point
for the understanding of the problem of the spectral
reduction of the atmospheric infrared barrier.

The spectrum of Figure 1 (left) shows the “for-
est” of OH emission lines in the range of 1 - 2 µm plus
the components of zodiacal scattered light and ther-
mal emission which are noticeable starting from 1.8
µm (Ellis & Bland-Hawthorn 2008). Figure 1 (right)
shows in detail the 1,150.97 nm emission line from
the database obtained with the ISAAC instrument of
the European Southern Observatory (Near-Infrared
Gemini Observatory 2015).

Equation 1 shows the model relationship between
the integrated flux V as a function of the collisional
cross section σ of the particle, the increased FWHM
linewidth γ produced by the molecules collision pres-
sure effect, the central wavelength λ′ and the variable
wavelength λ.

V (σ, γ, λ) =

∫

∞

−∞

e(−λ2/2σ2)γ

σ
√
2ππ[(λ− λ′)2 + γ2]

dλ′ . (1)

It is very important to model these profiles if the
purpose is to design an adequate fiber optic Bragg
grating system which can filter with a high per-
formance in the infrared zone, maintaining similar
narrow transmission profiles with low power losses,
which could contribute to the emission in the inter-
linea continuum.

3. PROPERTIES OF BRAGG GRATINGS

A fiber Bragg grating (FBG) is a periodic per-
turbation of the refractive index along the length of
a single-mode fiber, which is formed by exposure of
the core to an intense optical interference pattern.
The perturbation is possible because of the sensitiv-
ity to ultraviolet light of the optical fibers doped with
germanium (Hill et al. 1978; Hill & Meltz 1997).

The disturbance of the refractive index in the
core acquires the shape of a volume structure as
shown in Figure 2 which acts as a filter and which
allows it to reflect a particular wavelength band ac-
cording to the design of the period of the grid; this
wavelength, called Bragg wavelength, depends di-
rectly on the period Λ as well as on the effective
refractive index neff of the core.

λB = 2neffΛ . (2)
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Fig. 2. Effect of the disturbance of the refractive in-
dex due to the incidence of ultraviolet radiation on the
core of a single-mode optical fiber; the interference of the
beam of light causes a regular modulation of the index
of refraction.

For a practical grating, we must specify the grat-
ing L and the modulation amplitude ∆n. The
strongest response in the narrowest possible notches
occurs in the weak grating limit for which (Bland-
Hawthorn et al. 2011)

δλ =
λ

2

√

(

∆n

2neff

)2

+

(

Λ

L

)2

, (3)

where δλis the approximate full width half maximum
(FWHM) bandwidth of the grating, L/λ is the num-
ber of the grating planes. From this equation, the re-
quired modulation can be determined (∆n ≈ 10−4)
and a minimum grating length could be L = 50 mm.
The peak reflectivity of the grating rmax is given by:

rmax = tanh2(ζL), (4)

This peak reflectivity is determined by the grat-
ing amplitude ζ (in units of inverse length) and the
grating length L. The grating amplitude is related
to the induced refractive index modulation ∆n along
the fiber axis z by:

ζ(z) =
π∆n(z)

2Λ(n0 + 〈∆n〉) , (5)

where z is the distance along the FBG. The vari-
able ζ is the coupling efficiency of the propagat-
ing and counter-propagating electric fields and de-
fines the grating strength. The quantity 〈∆n〉 is the
average refractive index change within the grating
modulation. For a periodic FBG the notch is far

from rectangular and has a finite width; the wings
of the notch are too strong and they exhibit ring-
ing. The wings can be greatly suppressed, and the
notch can be squared off by shaping (apodizing) the
upper envelope of the refractive index profile (Bland-
Hawthorn et al. 2011).

Figure 3 shows the characterization of a commer-
cially available FBG (Micron Optics os1100) (Micron
Optics 2017) done at our laboratory. We used a su-
perluminiscent broad-spectrum diode (SLD1550-A1)
from Thorlabs as the source. The reflected Bragg
wavelength is observed as a notch in the transmis-
sion signal detected by a Yokogawa AQ6370D optical
spectrum analyzer. The reflected spectrum shown
was calculated.

4. APERIODIC FBGS

A practical OH emission lines suppressing filter
is a highly complex grating structure. All parts of
the grating contribute with important information
to all of the notches. In addition to the refractive in-
dex modulation, along the grating length the flexibil-
ity in the FBG designs is achieved by incorporating
phase variation (Bland-Hawthorn et al. 2011):

n(z) = n0 +
∆n(z)

2

[

1+sin

(

2π

Λ
z+∆φ

)]

, 0 ≤ z ≤ L,

(6)
where z is the physical length along the fiber axis,
the term (2π/Λ)z describes the phase delay at each
reflecting plane in the FBG, and the parameter ∆φ
describes the phase variations (dephasing) with re-
spect to the linear term. The simple grating uses a
constant ∆n, whereas the apodized grating adopts
a “raised cosine” envelope in ∆n to suppress the re-
flections at the extremes of the grating.

A complete discussion of the aperiodic gratings
design is highly technical and is discussed in de-
tail elsewhere (Feced et al. 1999; Glaesemann 2017).
In summary, the coupled mode equations describing
light propagation in an FBG (Feced et al. 1999) must
be solved:

∂Eb

∂z + iδEb − q(z)Ef = 0,

∂Eb

∂z + iδEb − q(z)Ef = 0,

(7)

where Ef and Eb are the amplitudes of the for-
ward and backward propagating fields. Equation (7)
constitutes a pair of non-linear partial differential
equations that can be solved using a direct/inverse
scattering transform. The grating function q(z)
is now expressed in its complex forms, such that
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Fig. 3. Transmission spectrum of a SLD 1550 (left). Thorlabs broadband superluminiscent diode coupled to a OS100
Micron Optics FBG with a Bragg wavelength of 1547.8 nm. Calculated reflection profile (right).

Fig. 4. Bidirectional photonic lantern assembly with the
integration of several single-mode fibers with one or sev-
eral Bragg gratings.

q(z) = ζ(z)exp[iφ(z)], where the amplitude function
ζ = |q| and the phase function φ = Arg(q). The
coupled equations must satisfy all wavelengths in a
broad spectral band ∆λ centered at λ0. The wave-
length dependence enters through the variable δ de-
fined as the wavelength (detuning) offset normalized
to λ0. The transmission and reflection profiles, T (λ)
and R(λ) are computed through a matrix transfor-
mation (Feced et al. 1999).

5. PHOTONIC LANTERNS

The use of optical devices as shown in Figure 4
allows to cover several of the requirements that the
study of astronomical sources demands; it is neces-
sary that the input end be in the multimode regime
so it can accept the reduced optical power available;
also, the device should cover the required bandwidth
of the order of hundreds of nanometers. The as-
sembly of a set of mono and multi-mode fibers by
thinning would allow coupling the light coming from
extended cosmic sources that emit at several wave-

lengths (which are captured by the telescopes), to
conveniently separate them into different waveguides
in whose interior Bragg grating have been drawn,
which perform the function of selective filtering for
certain wave profiles. The device can be bidirectional
because the remnant of the radiation processed in
the single-mode fiber cluster would have to pass di-
rectly to the spectroscopic analysis system by means
of another multi-mode fiber end, thus recovering part
of the power of the radiation front captured by as-
tronomical instruments. Also, each single mode fiber
could include several Bragg gratings simultaneously
(León-Saval et al. 2005; Birks et al. 2015).

6. OPTICAL FIBER BRAGG WAVELENGTH
TUNING

The physical characteristics of the optical fiber
have shown an excellent behavior to the elastic de-
formations when they are subjected to mechanical
stresses of tension and compression. In the case of
the optical fibers the modulus of elasticity is in the
range of 70-73 GPa, and its performance level is be-
low 100 kpsi (0.69 GPa); that is to say it could sup-
port loads of the order of 8.4675 N (863 grams) be-
fore its rupture (Glaesemann 2017).

To confirm the possibilities of modifying the pe-
riod of the Bragg grating by deformation induced
by mechanical stress, some parameters of the silicon
dioxide fiber with 8.2 microns of diameter core and
125 microns of external diameter were used, simulat-
ing a modulus of elasticity of 73 Gpa. The response is
practically elastic as shown in Figure 5, which opens
the possibility that when tension is applied within
a previously selected range, a tuning of the Bragg
wavelength can be achieved by modifying the period
of the grating.
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Fig. 5. Simulation of the longitudinal deformation by a force applied to a segment of a silica fiber, with an elasticity
modulus of 73 GPa (left). Calculated Bragg wavelength as a function of the Λ period change under an applied force
(right).

TABLE 1

SIMULATION OF A FUSED SILICA FIBER
SEGMENT UNDER MECHANICAL TENSION

Modulus of Elasticity E=73GPa

Length Force Effort σ Strain ε

mm N Gpa

2 0.981 0.79951 0.0109

2 1.962 0.159902 0.0021

2 2.943 0.239853 0.0033

2 3.924 0.319804 0.0043

2 4.905 0.399755 0.0054

For linearly elastic materials, it is possible to de-
termine by the modulus of elasticity E the propor-
tion of the deformations ε = ∆l/l when subjected
to mechanical stresses = F/s, where s is the cross
section of the optical fiber.

However, the optical fibers made of silica (sili-
con dioxide), can be considered as isotropic mate-
rials and the effects of longitudinal tension efforts
would show a practically linear trend, as has been
confirmed in the simulations.

Table 1 shows the result of the simulation of a
fused silica fiber segment subjected to mechanical
tension. A linear deformation can be observed, as
the tension is increased. The results allow to see
clearly the possibility of tuning the wavelength of
the Bragg grating within a tolerance margin of less
than 10 nm. By stressing an optical fiber with a
Bragg grating drawn on its core, it is possible to
modify the period Λ and to relate it to the modulus
of elasticity and the deformation of the fiber; the de-

velopment can be seen in detail in Appendix A. The
Bragg wavelength is in direct proportion to the phys-
ical parameters of the fiber and to the tension force
to which it is subjected (equation 9). In the case
of the SMF-28 fiber, the effective refractive index is
1.4682 at 1550 nm.

For a fiber of 125 microns diameter, g =
9.8066m/s2 and E = 70× 109Pa (Fang et al. 2004).
we obtain a constant k = 0.009339[kg−1]. In the
case of the Bragg grating, the period was taken from
the manufacturer’s data, as well as the design wave-
length at 1547.76 nm and the effective refractive in-
dex of 1.4682, with an approximate grating period
of the 527 nm. Equation 8, where µ represents the
mass of the suspended weight, is shown in Figure 6.

λ′

B = λB(1 + kµ), (8)

λ′

B = 1547.76× 102(1 + 0.009339µ). (9)

This is the model proposed for the tuning of the
wavelength of the profile reflected by the grating
when subjected to stresses, according to equation 9.

7. EXPERIMENTAL DEVELOPMENT

To carry out the simulation of a tension tuned
FBG to reflect one of the emission profiles of the at-
mospheric OH radical, an experiment was designed
and performed as shown in Figure 7. A single-mode
fiber pigtailed laser diode LP1550-SDA2 from Thor-
labs with a maximum optical power of 2.5 mW at
a nominal current of 22.6 mA was used to simulate
an OH NIR emission line at 1548.85 nm. Mechani-
cal tension was applied by means of scale calibrated
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TABLE 2

RESULTS OF THE TESTS*

Bragg OS 1100 1547.76 nm Effective index : 1.4682

Source LP 1550 SAD2 1548.8 nm

m Effort Power λ′

B λmed Attenuation Period Λ′

g GPa µW nm nm db nm

0.000 0.000 355.000 1547.760 1548.400 0.000 527.090

22.000 17.580 329.300 1548.078 1548.420 0.330 527.203

29.440 23.534 292.300 1548.185 1548.400 0.844 527.239

34.000 27.179 231.250 1548.251 1548.450 1.861 527.262

43.880 35.077 120.250 1548.394 1548.460 4.710 527.730

48.880 39.074 88.800 1548.466 1548.460 6.018 527.334

53.880 43.071 74.000 1548.538 1548.470 6.809 527.359
*Carried out on the measured transmitted optical power of the semiconductor laser and the FBG subjected to mechanical
tension by different calibration weights.

Fig. 6. The convolution of the two profiles preserves a
mean wavelength that remains almost constant and very
close to the wavelength of the 1548.8 nm source. Si-
multaneously, the average wavelength λmed of the profile
reflected by the grid is shown for each of the tests.

weights from 0 g to 55.83 g suspended to a com-
mercially available Bragg grating OS1100 of Micron
Optics. The FBG is printed in 10 mm of core of a
compatible SMF-28 type optical fiber, coated with
polyamide, a diameter of 125 microns, maximum
reflectivity of 70%, FWHM = 0.25nm ± 0.05nm
and a Bragg wavelength design of 1548.85 nm. The
transmission spectrum was observed and recorded
with an optical spectrum analyzer (OSA) Yokogawa
AQ6315.

Fig. 7. Experimental assembly required for the simula-
tion of a NIR wavelength using a semiconductor laser at
1548.85 nm and a FBG at 1547.76 nm at 0 g tension.
The tension was changed from 0 to 55.83 grams with the
use of calibration weights.

The experimental assembly required for the im-
plementation of a support, which would allow the
fiber segment where the grating Bragg was drawn
to be maintained in position. To avoid damage of
the fiber optic cladding, the ends of the FBG were
covered with two adhesive tape clamps, on which
neodymium magnets were placed acting as clips,
leaving the assembly firmly on a metal support. The
charges were fixed directly on the optical fiber, also
with adhesive tape. Due of the highly sensitive re-
sponse of the fiber to the deformation, the mass of
the tape was taken into account as part of the mass
of the total load.

8. ANALYSIS OF RESULTS

Figure 8 shows the spectral response of the FBG
and how the Bragg wavelength shifts to longer wave-
lengths as the weight of the pulling mass is increased.
As we discussed, the change of the period of the
Bragg grating Λ caused by mechanical tension, pro-
portionally displaced the peak of the wavelength in
the reflected profile.
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Fig. 8. Bragg Wavelength shift as the original period of
the grating is modified due to the deformations to which
it was subjected by test calibration weights. The color
figure can be viewed online.

The gradual approach followed by pulling the
FBG with different calibration weights shifted the
transmitted spectral response of the optical fiber
Bragg grating with respect to the maximum of the
laser emission line. This resulted in the convolution
of the two profiles in the wavelength domain. As
a consequence, the amplitude of the laser emission
line at 1548.85 nm transmitted and measured by the
OSA was reduced, reaching a maximum attenuation
of 6.8 dB (75%) as shown in Figure 9. The results
were observed and recorded in the OSA in frame ac-
cumulation mode to compare the progressive effect
of the attenuation in the profile transmitted by the
FBG according to equation (9). Table 2 shows the
numerical results obtained in the experiment. These
values show that the strain sensitivity of the FBG is
0.0014 nm g−1.

The result obtained in the reduction of the sim-
ulated OH transmission profile was of a factor of 4
(6.8 dB), which is much smaller than the factor of
1000 (30 dB) obtained by the GNOSIS instrument
which suppresses 103 OH doublets between 1.47 and
1.7 µm (Ellis et al. 2012). However, it is important
to emphasize that in this experiment a commercial
Bragg grating was used, and the spectral response
obtained for the transmission profile was enough to
highlight the viability of this technique. We believe
that it is important to have the ability to fine tune
the response of the FBGs in the field, so we could
apply this technique of tension tuning also to the
aperiodic FBGs. The sensitivity obtained is very
close to that reported by Bland-Hawthorn (Bland-
Hawthorn et al. 2004). They reported a sensitivity
of 0.010 nm g−1 versus 0.014 nm g−1 from our ex-

Fig. 9. Attenuation of the laser transmission profile sim-
ulating an OH emission line at 1548.43 nm as a function
of the tension applied to the FBG with the calibrated
weights from 22 to 53.88 g. The color figure can be
viewed online.

periment. In fact, they indicated that an offset to
the printed wavelengths of 0.2 nm to shorter wave-
length at 0 g axial strain was applied to allow for
fine tuning.

9. CONCEPTUAL DESIGN OF AN ACTIVE
TENSION TUNING SYSTEM OF APERIODIC

FBGS

With the previous results, we identify a field of
opportunity to improve the technique presently used
with aperiodic FBGs: we propose the design of a
new system, as shown in Figure 10, in which data of
the optical intensity vs wavelength from the spectro-
graph are transferred to a computer system and the
average of the target intensity peaks is calculated.
This average value signal will drive a current source
coupled to an actuator, the aperiodic FBG will be
finely stretched to shift the Bragg wavelengths, thus
reducing the average intensity of the emission lines
during the observation of the NIR field. The actu-
ator can be, for example, a small DC motor. It is
expected that each aperiodic FBG can suppress ap-
proximately 50 OH emission lines; m is the number
of Bragg modules required to suppress the total of
emission lines in the band considered, n will be the
number of single-mode optical fiber corresponding to
the n number of modes at the multimode end of the
optical fiber. The number of actuators will be there-
fore m × n. For example, in the system reported
by Ellis and Bland-Hawthorn (Ellis et al. 2012) two
aperiodic Bragg gratings and 19 single-mode fibers
are used. In our proposed system this will give a
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Fig. 10. Conceptual design of an active tension tuning of aperiodic FBGs. MMF: Multimode fiber. SMF: Single-mode
fiber. CS: Current source controlled by voltage. DAC: Digital to analogue converter. EC: Electronic converter. PC:
Personal computer, csv: comma separated values.

total of 2 × 19 = 38 actuators. An electronics con-
verter will be necessary to demultiplex output data
form the OSA into 38 digital ports. 38 digital to ana-
log (DACs) will provide 38 voltage signals applied to
38 voltage-to-current converters, and then to the 38
small dc motors to change their torque, that is, the
force applied to the Bragg Module. This will work as
an automatic control system in real time to actively
tune the suppression system.

Temperature dependence of the aperiodic FBGs
was not considered in this work. However,
the reported sensitivity of FBGs is approximately
0.013 nm K−1 (Bland-Hawthorn et al. 2004). This
dependence can be compensated precisely by the ac-
tive tension tuning proposed here, although a ther-
mal chamber with an automatic temperature control
system can also be used.

10. CONCLUSIONS

We have demonstrated the possibility of mechan-
ically fine tuning the rejection Bragg wavelength of
an FBG in order to better suppress the OH infrared
emission lines from the upper layer of the atmosphere
for ground telescopes. The tunable optical fiber grat-
ing would be used in the conjunction with photonics
lanterns. In our experiment we employed a commer-
cial optical fiber Bragg grating with a Bragg wave-
length of 1547.7 nm, without tension applied. When
tension is applied with a controlled force, in our sim-

ulation given by calibrated weights, the correspond-
ing mechanical stress produced a lineal deformation
that changed the Bragg period. We experimentally
showed that a pulling tension of 53.88 grams force
produced a reduction of 75% of the initial amplitude
of the simulated emission line from a semiconductor
laser of 1548.2 nm at a 25◦C. This was a relatively
low value for the suppression of actual OH emission
lines if it is compared with special purpose aperiodic
FBGs, but it suffices to demonstrate the effect of
tension tuning. The transmitted optical reduction
was achieved by red shifting the optical spectrum
response of a commercial Bragg filter, with a Bragg
wavelength set to 1.17 nm less than the target wave-
length of the peak emission line. This essentially
performed an optical convolution. The conceptual
design of an active tension tuning of aperiodic FBGs
was proposed, in which data of the optical intensity
vs wavelength from the output of the spectrograph
will be transferred to a computer system, and the
average of the target intensity peaks will be calcu-
lated. This average value signal will drive a current
source coupled to an actuator to stretch the ape-
riodic FBGs to shift their Bragg wavelengths, thus
reducing the average intensity of the emission lines
during the observation of a NIR astronomical field.
We expect that a system like this can be used to
improve the instrumentation under trial in ground
telescopes, and to extend their use for NIR astro-
nomical observation.
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Piñón would like to thank SIP IPN for their support
of this research project.

A. APPENDIX

A Model for Bragg wavelength tuning as a func-
tion of linear deformation parameters due to me-
chanical tension is given as follows:

E = 70× 109 Pa. Silicon dioxide elasticity mod-
ule;

Λ0 = Design period of the Bragg grating;
Λ′ = Period of the Bragg grating after a stress

effort;
s = Cross section of the optical fiber (core and

cladding);
neff = Effective refractive index of the optical

fiber;
λB = Bragg wavelength design;
λ′

B =Bragg wavelength after mechanical stress;
µ = Mass of a test calibration weight, used to

exert mechanical stress;

E =
σ

ε
, (A1)

∆l =
Fl

sE
, (A2)

Λ′ = Λ0 +∆l, (A3)

Λ0 = l0, (A4)

λB = 2neffΛ0, (A5)

λ′

B = 2neffΛ
′, (A6)

λ′

B = 2neff (Λ0 +∆l), (A7)

λ′

B = 2neff (Λ0 +
Fl0
Es

), (A8)

∆l =
µg

Es
Λ0, (A9)

k =
g

Es
, (A10)

∆l = kµΛ0, (A11)

λ′

B = 2neff

[

λB

2neff
+ kµΛ0

]

, (A12)

λ′

B = λB + 2µkneffΛ0, (A13)

λ′

B = λB(1 + kµ). (A14)
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OPTICAM: A TRIPLE-CAMERA OPTICAL SYSTEM DESIGNED TO

EXPLORE THE FASTEST TIMESCALES IN ASTRONOMY
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ABSTRACT

We report the development of a high-time resolution, 3-colour, simultaneous
optical imaging system for the 2.1 m telescope in the San Pedro Mártir Observa-
tory, México. OPTICAM will be equipped with three 2,048×2,048 pixel Andor Zyla
4.2-Plus sCMOS cameras and a set of SDSS filters allowing optical coverage in the
320–1,100 nm range. OPTICAM will nominally allow sub-second exposures. Given
its instrumental design, a wide range of fast-variability astrophysical sources can be
targeted with OPTICAM including X-ray binaries, pulsating white dwarfs, accret-
ing compact objects, eclipsing binaries and exoplanets. OPTICAM observations
will be proprietary for only six months and will then be made publicly available to
the astronomical community.

RESUMEN

Informamos sobre el desarrollo de un sistema de imagen óptica simultáneo en
3 colores y alta resolución temporal para el telescopio de 2.1 m del Observatorio
Astronómico Nacional en San Pedro Mártir, México. OPTICAM estará equipado
con tres cámaras sCMOS Andor Zyla 4.2-Plus y un conjunto de filtros SDSS que
permitirán cobertura óptica en el rango de 320–1,100 nm. OPTICAM permitirá
nominalmente exposiciones en el orden de sub-segundos. Dado su diseño instru-
mental, un amplio rango de fuentes astrof́ısicas de rápida variabilidad pueden ser
observadas con OPTICAM incluyendo estrellas binarias de rayos X, enanas blan-
cas pulsantes, objetos compactos en acrecentamiento, estrellas binarias eclipsantes
y exoplanetas. Las observaciones realizadas con OPTICAM serán de propiedad
exclusiva durante seis meses y luego se pondrán a disposición pública para la co-
munidad astronómica.

Key Words: accretion, accretion discs — instrumentation: photometers — stars:
imaging — telescopes

1. GENERAL

Many physical processes occurring on short time
scales (of the order of milliseconds to seconds) have
only recently been observed thanks to the advent
of new technologies, allowing multi-wavelength high-

1Physics and Astronomy, University of Southampton,
Southampton, UK.

2Instituto de Astronomı́a, UNAM, Ensenada, México.
3Instituto de Astronomı́a, UNAM, Ciudad de México,

México.
4Anton Pannekoek Institute, University of Amsterdam,

Amsterdam, the Netherlands.
5SUPA School of Physics & Astronomy, University of St.

Andrews, St. Andrews, UK.
6Royal Society Newton International Fellow.

cadence photometric measurements. As a conse-
quence of these advances, along with the develop-
ment of new observational techniques, time-domain
astronomy has become a strong emerging area in
modern astrophysics.

High time-resolution observations have revolu-
tionised our view of the physical processes that take
place on short timescales, providing a unique insight
into physical phenomena that otherwise would be in-
accessible to conventional photometry. For example,
the vast majority of all known extra-solar planets
have been discovered by searching for transits in the
optical light curves of their host stars (e.g. Mayor,
& Queloz 1995; Pepe et al. 2014); neutron star (NS)

363
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spin periods ranging from milli-seconds to hours have
been discovered by observing their X-ray and opti-
cal light curves (e.g. van der Klis 2000; Homan et al.
2001); accreting astrophysical systems from young
stars and white dwarfs (WDs), to stellar black holes
(BHs) in binary systems (e.g. van der Klis 2000,
2006; Patruno & Watts 2012; Ambrosino et al. 2017)
and supermassive black holes (SMBHs) in quasars
have been found to display the same stochastic ‘flick-
ering’ variability (McHardy et al. 2006; Scaringi et al.
2015); and evidence for strong-field general relativis-
tic precession has been found in accreting stellar-
mass BHs via the detection of fast, quasi-periodic
oscillations (QPOs; Motta et al. 2014).

Accretion-induced variability appears through
changes in the brightness of an astrophysical object
on different time-scales and across a range of wave-
lengths. Recent research by Scaringi et al. (2015)
suggests that the characteristic time-scale of these
variations depends mainly on the physical proper-
ties of the accretor and the rate at which it accretes,
regardless of the nature of the accretor. Accret-
ing WDs, NSs and BHs in binary systems provide
us with the best available laboratories for studying
the process of disc accretion. Particularly in the in-
nermost disc regions, the variability time-scales can
range from seconds in WDs to milli-seconds in NSs
and stellar-mass BHs (Dhillon et al. 2007). Multi-
wavelength high-speed observations are essential to
increase our understanding of the underlying physics
of the accretion process (see Middleton et al. 2017,
for review). Unfortunately, in-depth and systematic
studies in the optical wavelength range have not been
possible due to the lack of instruments with the nec-
essary temporal resolution and sensitivity.

Over the past decade, fast-photometric studies
have provided a glimpse of their potential when used
in simultaneous multi-wavelength campaigns (e.g.
Gandhi et al. 2010; Scaringi et al. 2013; Shahbaz
et al. 2013; Mallonn et al. 2015; Gandhi et al. 2016,
2017; Hynes et al. 2019; Malzac et al. 2018; Mouchet
et al. 2017; Green et al. 2018; Paice et al. 2019; Pala
et al. 2019). For example, in accreting compact ob-
jects in X-ray binaries (XRBs) the relationship be-
tween the rapid (millisecond to minutes) variability
at different wavelengths has allowed the inner struc-
ture close to the event horizon of a BH or the sur-
face of a NS to be determined through measurements
of the absolute sizes of its main components, and
through inferences about the plasma physics under-
lying the observed phenomena (e.g. Gandhi et al.
2008, 2016).

The relationship between optical and X-ray vari-
ability is known to change as a function of time
and/or spectral state in both BH and NS XRBs,
suggesting changes in the physical scale and geom-
etry of the emitting regions (Kanbach et al. 2001;
Durant et al. 2008; Gandhi et al. 2008, 2010, 2017,
and references therein). As a consequence of the
lack of current facilities providing fast-photometric,
multi-band capabilities, there are only a few simulta-
neous observations of such systems, and even fewer
observations made with high temporal resolution. In
this context, fundamental contributions have been
recently made through the use of the ULTRACAM
(Dhillon et al. 2007) instrument in several key areas,
ranging from accretion physics to exoplanets. Major
contributions are also expected from its successor,
HiPERCAM (Dhillon et al. 2016, 2018; Bezawada
et al. 2018), a state-of-the-art quintuple-beam im-
ager for high time-resolution observations. Other
short-term events such as the transit of exoplan-
ets, have been targeted by MuSCAT2 (Narita et
al. 2019) using simultaneous 4-colour imaging at
the 1.52 m Carlos Sánchez telescope. The TAOS
project (e.g. Bianco et al. 2010; Geary et al. 2012;
Lehner et al. 2012; Ricci et al. 2014) has focused
on the comprehensive study of Kuiper Belt Objects
(KBOs) through measurements in the sub-second
range. KBOs have also been successfully targeted
by CHIMERA (Harding et al. 2016), a wide-field,
simultaneous, two-color, high-speed photometer on
the Hale telescope.

As part of this new generation of time-domain
instruments, we present OPtical TIming CAMera
(OPTICAM7), a new high-speed, triple-beam, op-
tical imaging system developed through a collabo-
ration between research teams at the Universidad
Nacional Autónoma de México (UNAM) and the
Astronomy Group at the University of Southamp-
ton (AG-UoS) in the United Kingdom. OPTICAM
will open new areas of opportunity for both re-
search communities, which will benefit by ac-
cessing an instrument equipped with three high-
sensitivity, high-resolution, state-of-the-art scien-
tific complementary metal-oxide-semiconductor (sC-
MOS) cameras. OPTICAM will be equipped with
a set of Sloan Digital Sky Survey (SDSS) filters
and three 2 048× 2 048 sCMOS detectors. The
fastest timescale variations likely to be observed
with OPTICAM range from milliseconds to sec-
onds, depending on the apparent magnitude of the
source. Simultaneous triple-band observations will
allow problems due to stochastic variations to be

7https://www.southampton.ac.uk/opticam
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Fig. 1. Layout of the optomechanical system of the OAN-
SPM 2.1 m telescope and OPTICAM. Incident light is
separated into three channels by two dichroic beam split-
ters. See also Figure 2 and Figure 4 for a more detailed
description). The diagram is not to scale but only for
illustrative purposes. The color figure can beviewed on-
line.

avoided, while providing a broad wavelength cov-
erage across the optical spectrum. The instrument
will be available as a common-user instrument for
the 2.1 m telescope in the Mexican National Astro-
nomical Observatory at San Pedro Mártir, México
(OAN-SPM8), which is one of the best astronomi-
cal sites in the Northern Hemisphere (more details
in § 2). OPTICAM will be available to the Mexi-
can and AG-UoS astronomical communities through
traditional telescope time request methods.

In this paper, we report the design and perfor-
mance of OPTICAM, a triple-band high-speed opti-
cal system designed to explore sub-second variability
scales. In § 2 we describe some of the characteristics
of the OAN-SPM and the 2.1 m telescope. In § 3
a brief description of the opto-mechanical design is
presented. Details about the utilised filter set and
sCMOS camera are shown in § 4 and § 5, respec-
tively. The flow-control and frame-acquisition sys-
tem is described in § 6. An estimate of the limiting
magnitude for the SDSS optical bands is provided
in Section 7. In § 8, we explore some of the possi-
ble scientific cases that can be addressed using the
OPTICAM instrument. Finally, in § 9, we present
our conclusions and report on the current status and
future time-line of OPTICAM.

2. THE OAN-SPM AND THE 2.1 M TELESCOPE

The OAN-SPM is located on the Sierra San Pe-
dro Mártir in Ensenada, Baja California, México
(2800 m; 115◦27′49.′′ W, 31◦02′39.′′ N). The average
annual temperature in SPM is 3 ◦C, with extremes
between -10 ◦C and 20 ◦C and an average pressure of
0.74 atm. The OAN-SPM is one of the best observ-
ing sites in the Northern Hemisphere with 82% clear

8http://www.astrossp.unam.mx/oanspm/

sky nights (Carrasco et al. 2012). Based on results
from a 3-year study, Echevarria et al. (1998) reported
a median seeing of 0.61 arcsec and a first quartile
of 0.50 arcsec. Later, Michel et al. (2003) also re-
ported a median seeing of 0.6 arcsec using the Dif-
ferential Image Motion Monitor (DIMM) technique.
Additionally, Tapia (2003) reported that 63% of the
nights between 1984 and 2003 were considered “pho-
tometric” whereas 73% of nights were suitable for
high-quality spectroscopic studies.

An average seeing of 0.7 arcsec is estimated based
on several long- and mid-term monitoring studies
involving a variety of measurement techniques that
took place at the OAN-SPM in recent years (see Ta-
ble 1). These results also show a very stable, long-
term sky quality at the site. In this sense, important
efforts9 are being made with the intention of issuing
regional legislation for the protection and conserva-
tion of the dark skies of northwestern México. All
of the aforementioned features make the OAN-SPM
one of the best locations for optical Astronomy, com-
parable to other sites such as Roque de los Mucha-
chos (e.g. Munoz-Tunon et al. 1997), Las Campanas
(Prieto et al. 2010), Armazones and Mauna Kea (e.g.
Schöck et al. 2009).

The OAN-SPM 2.1 m telescope10 is the largest
optical telescope in México and started operations
in 1979. The main mirror is fixed in an equatorial
Ritchey-Chrétien focus. The telescope has hyper-
bolic primary and secondary mirrors. Recently, a
fully automated instrument rotator has been perma-
nently mounted on the telescope focus. OPTICAM
will be installed on the Cassegrain focus of the 2.1
m telescope (see Figure 1) as a common-user instru-
ment under the normal rules of operation and man-
agement currently in use at the OAN-SPM.

3. OPTO-MECHANICAL DESIGN

OPTICAM is designed to operate at an effective
f/7.9 on the Cassegrain focus of the OAN-SPM 2.1
m telescope. The layout of the optical system of
the 2.1 m telescope and OPTICAM is shown in Fig-
ure 1. OPTICAM will have three arms. The ge-
ometric layout of the optical design of OPTICAM
is shown in Figure 2. The beam enters from the
OAN-SPM 2.1 m telescope (from the left as shown in
the Figure 2 optical layout), passes through the first
dichroic in Arm 1 where the initial beam is split. The
reflected beam passes to the the first optical camera
(C1). This camera is optimised for the use of u′ and

9http://leydelcielo.astrosen.unam.mx/
10http://www.astrossp.unam.mx/~sectec/web/

telescopios/2mt.html
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TABLE 1

OAN-SPM SEEING MONITORING STUDIES

Methoda Reference First Quartile Median Third Quartile

[arcsec] [arcsec] [arcsec]

STT+CM Echevarria et al. (1998) 0.50 0.61 · · ·

DIMM Conan et al. (2002) 0.61 0.77 0.99

DIMM Michel et al. (2003) 0.48 0.60 0.81

MASS-DIMM Skidmore et al. (2009) 0.61 0.79 1.12

g-SciDAR Avila et al. (2011) 0.50 0.68 0.97

DIMM Sánchez et al. (2012) 0.60 0.78 1.11

MASS Sánchez et al. (2012) 0.25 0.37 0.56

GL Sánchez et al. (2012) 0.45 0.59 0.84

aMethods: Site Testing Telescope + Carnegie Monitor (STT+CM); Differential Image Motion Monitor (DIMM); Multi-
Aperture Scintillation Sensor (MASS); Generalised-Scintillation Detection and Ranging (g-SciDAR); Ground Layer
(GL).

TABLE 2

FIELD-OF-VIEW OF OPTICAM ON THE 2.1 M
TELESCOPE

Arm Filter FoV Plate Scale

(arcmin2) (′′/pix)

1 (u′,g′) 4.77×4.77 0.1397

2 (r′) 4.80×4.80 0.1406

3 (i′,z′) 5.67×5.67 0.1661

r′ filters (from 320 to 550 nm). In the same way, the
transmitted beam is then split again towards the op-
tical cameras C2 and C3, which are optimised for r′

(from 560 to 690 nm), and i′ and z′ filters (from 690
to 1,100 nm) in Arms 2 and 3, respectively.

Custom filter exchangers (see Figure 7 and § 4)
are placed in front of the sCMOS cameras (see Fig-
ure 9). The filter exchanger mechanism allows the
desired filter to be placed in the optical path of the
respective arm. Each filter exchanger has three avail-
able slots. The filters will be manually positioned
during the first stage of operation, allowing the user
to define the filters to be placed in each arm dur-
ing an observation run according to Table 4. For
example, the filter exchanger in Arm 1 (FE1) has a
mechanical scroll bar that can be moved to place ei-
ther the filter u′, g′ or an “empty” slot in the optical
path of Arm 1. The so-called empty positions are not
void spaces, but will house anti-reflectivetransparent
quartz glasses to maintain the system’s parafocaliza-
tion. The same mechanism has been implemented
in the other two arms of OPTICAM. The aforemen-
tioned empty slots can also be used in the future to
house new filters for specific studies. As shown in
Figure 2, the three optical paths of OPTICAM are
optimised for their respective filter configurations.

1

sCMOS1

MOS3

E2

sCMOS2

C

C2

C3

D1

D2

Fig. 2. Design of the OPTICAM optical layout showing
the major optical components: the dichroics (D1 and
D2), optical cameras (C1, C2 and C3), filter exchangers
(FE1 and FE2) and sCMOS cameras (sCMOS1, sCMOS2
and sCMOS3). This diagram is not to scale. The color
figure can be viewed online.

The current optical configuration will allow us to
simultaneously observe the same FoV (see Table 2)
with the 3 different sCMOS cameras, one in each
arm. The Zemax

R© OpticStudio11 optical design
software was used to simulate and accurately model
the entire optical system of OPTICAM. An isomet-
ric projection of the system is shown in Figure 3,

11https://www.zemax.com/products/opticstudio
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Fig. 3. 3D CAD Solidworks render of the OPTICAM
instrumental setup. In this perspective, the top cover
has been removed to show an internal view of the opti-
cal design. The dichroic beam splitter and optical lens
barrels can be observed. Dimensions are given in inches.
The color figure can be viewed online.

while a front-view is shown in Figure 4. In both fig-
ures the three sCMOS cameras are shown as brown
boxes, the filter exchange mechanism in green and
the lenses and dichroics in grey. A thermal analysis
was made every 5 ◦C from -10 ◦C to 20 ◦C. We found
no significant variations in any of the optical cam-
eras. As a consequence, the system is dominated by
the thermal behaviour of the telescope. This thermal
analysis revealed a good performance of the instru-
ment, concluding that no thermal compensation is
required within the OPTICAM operating limits.

The mechanical structure was designed using
SolidWorks

R© 12 V2016. The design temperature
and pressure was 20◦C and 1 atm, as the lenses
would be manufactured and tested under these con-
ditions. Static stress tests were carried out using
the Autodesk

R© Simulation Mechanical13 soft-
ware. The main structure is being built in MIC-
6 aluminium. The frame is made of 6061-T6 ex-
truded aluminium alloy. DuPont R© Delrin14 acetal
homopolymer resin – a highly-crystalline engineering
thermoplastic – has been used in the interfaces with
the doublets of the lenses. Grade 316 stainless steel
was used in some other minor components in order
to guarantee a higher corrosion resistant structure.

12https://www.solidworks.com/
13https://www.autodesk.com/
14http://www.dupont.com

A

B

C

K

J

G

H

I
sCMOS1

sCMOS2

sCMOS3

FE1

FE2

FE3

A

B

C

D

E

F

D

F

E

LB1

LB2

LB3

D1

D2

G

H

I

J

K

Arm 1

Arm 2

Arm 3

Fig. 4. The mechanical structure of the OPTICAM in-
strument was designed according to the specific techni-
cal requirements of the OPTICAM project. Its three
arms are optimised for u′/g′, r′ and i′/z′ filters respec-
tively. The above figure shows the presence of three An-
dor Zyla 4.2-Plus USB 3.0 sCMOS cameras (sCMOS1,
sCMOS2 and sCMOS3, respectively; see Figure 9), the
filter exchanger mechanism (FE1, FE2 and FE3), as well
as the lenses within their respective barrels (LB1, LB2
and LB3) and dichroics (D1 and D2). The color figure
can be viewed online.

TABLE 3

ASTRODON GEN2 SDSS FILTER PASSBANDS

Filter Wavelength Range ∆λ

[nm] [nm]

u′ 320–385 65

g′ 401–550 149

r′ 562–695 133

i′ 695–844 149

z′ >820 · · ·

4. FILTERS AND DICHROICS

OPTICAM will have a set of SDSS filters
(Fukugita et al. 1996), which is the most common
filter-set in modern astronomy. These filters pro-
vide high-transmission, allowing for the detection of
faint objects, and, at the same time, cover the entire
optical wavelength range. We have acquired an As-
trodon15 Gen2 set of SDSS filters (u′g′r′i′z′) in order
to fully cover the 320–1, 100 nm range. The trans-
mission curves of the five broad-band filters and the
quantum efficiency (QE) of the sCMOS camera are
shown in Figure 5. This filter-set provides a peak
transmission > 95% (>90% for u′). The filters u′, g′,
r′, i′ and z′ passbands are shown in Table 3. A plot

15https://astrodon.com/
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Fig. 5. Transmission profiles of the OPTICAM SDSS
filter-set (colour lines) and the QE curve (black solid
line) of the Andor Zyla 4.2-Plus USB 3.0 sCMOS cam-
era. OPTICAM will allow simultaneous imaging with 3
of the 5 SDSS filters (see Table 4). The color figure can
be viewed online.

comparing the transmission curves of the Astrodon
Gen2 SDSS filters with other widely-used filter-sets
is shown in Figure 6. The total transmission curves
for each photometric band of the OPTICAM sys-
tem are shown in Figure 8. Throughput estimations
considered the combined action of the filters, the
sCMOS detector and the dichroic beam splitters of
the respective arms.

OPTICAM will simultaneously use three differ-
ent Andor Zyla 4.2-Plus USB 3.0 cameras, each one
associated with its respective filter exchanger. The
user will select the precise combination of filters to
be used at observation time among the five available
photometric filters according to Table 4. The addi-
tion of a zs filter, also from the SDSS filter-set, as
well as a pair of narrow-band filters, are being consid-
ered to allow secondary science projects to be carried
out. Given the current instrumental configuration of
OPTICAM, the use of narrow nebular filters (band-
width ≈ 3 nm), Galactic Hα and [OIII] is feasible
for bright objects.

The dichroic element is a fused silica sub-
strate with optical interference coatings on both
sides of the glass and a slight angle between its
faces. Two dichroic beam splitters were designed
for OPTICAM. The first dichroic (D1) has a size of
109 ×109 ±0.2 mm with a clear aperture of 96 mm in
diameter, center thickness of 10±0.1 mm and wedge

TABLE 4

FILTER OPTIONS

Filter Exchanger Filter in each Position

Pos. 1 Pos. 2 Pos. 3a

FE1 u′ g′ · · ·

FE2 r′ · · · · · ·

FE3 i′ z′ · · ·

aEmpty positions can be used as void filter selections or,
if required, future filter options will be included.

angle 11′33′′ ± 30′′. The second dichroic (D2) has
a size of 95 × 95 ± 0.2 mm with a clear aperture of
86 mm in diameter, center thickness of 10 ±0.1 mm
and wedge angle 18′38′′ ± 30′′. Dichroics were de-
signed to transmit and reflect an incoming beam at
a 45◦angle of incidence. The dichroics have a tran-
sition zone of 20 nm and a transmission of 97% for
λ > 560 nm and 98% for λ > 700 nm, respec-
tively. Design requirements demanded a transmitted
wavefront accuracy of λ/4 peak-to-valley across the
whole clear apertures.

5. Andor Zyla 4.2-Plus USB 3.0 CAMERAS

Andor Zyla 4.2-Plus USB 3.0 is a state-of-the-
art sCMOS camera (see Figure 9) sensitive in the
300–1,100 nm range, with a maximum QE of 82% at
560 nm (see Figure 5 for more details) and a linearity
better than 99.8% (>99.9% for low-flux mode). This
detector has a full-frame pixel array of 2,048×2,048
pixels (6.5 µm pixels), a pixel well-depth of 30,000 e−

and exceptional data transfer efficiency. A more de-
tailed list of specifications is shown in Table 5. The
sCMOS camera is capable of delivering up to 53
frames per second (fps) in the 12-bit full-frame con-
figuration, and up to 40 fps in the 16-bit mode. By
setting a smaller area of interest (AOI), also known
as region of interest (ROI), it is possible to reach
even higher readout speeds (see Table 6).

The Andor Zyla 4.2-Plus USB 3.0 camera has a
due detector for applications requiring high sensitiv-
ity and high temporal resolution performance. In ad-
dition, this sCMOS camera has a thermoelectrically-
cooled design, thereby avoiding the requirement of
an active cooling system and high-cost maintenance,
and a very low read-noise compared to CCDs. Due
to its FPGA processing power and the memory ca-
pacity of the Andor sCMOS cameras, it permits im-
plementation of bias offset compensation for every
pixel in the array in real-time. This feature consid-
erably lowers noise background to negligible levels,
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Fig. 6. Filter curves of the SDSS filters compared with the OAN-SPM/Johnson-Cousins (U,B, V,RC and IC; black
solid), Generic Bessell (U,B, V,R, I; dashed olive) and Observatorio Sierra Nevada (OSN)/Gunn (g, r and i; black
dot-dashed) filter transmission curves. The color figure can be viewed online.

TABLE 5

Andor Zyla 4.2-Plus USB 3.0 CAMERA MODEL SPECIFICATIONSa

General Specifications

Sensor type Front Illuminated Scientific CMOS

Active pixels (W × H) 2, 048× 2, 048 (4.2 Megapixel)

Pixel size 6.5 µm

Sensor size 13.3× 13.3 mm

Pixel readout rate (MHz) Slow Read 216 (108 MHz × 2 sensor halves)

Fast Read 540 (270 MHz × 2 sensor halves)

Read noise (e−) median [rms] 0.90 [1.1] @ 216 MHz

1.10 [1.3] @ 540 MHz

Maximum QE 82 %

Sensor Operating Temperature 0 ◦C (up to 27 ◦C ambient)

Dark current, e−/pixel/sec @ min temp 0.10 @ Air Cooled

Readout modes Rolling-Shutter

Maximum dynamic range 33,000:1

Pixel binning Hardware binning: 2×2, 3×3, 4×4, 8×8

Data range 12-bit & 16-bit

Interface options USB 3.0

Hardware time-stamp accuracy FPGA generated timestamp with 25ns accuracy

Linearity >99.8 %

aMore details: https://andor.oxinst.com/products/scmos-camera-series/zyla-4-2-scmos

thus eradicating fixed pattern noise associated with
CMOS cameras.

As shown in Table 6, the maximum output frame-
rate of the camera depends on both the size of
the read pixel array and the bit-resolution. The
pixel readout rate defines the rate at which pixels
are read from the sensor. In the case of Andor
Zyla 4.2-Plus USB 3.0, a rolling-shutter16 mode is
used and the digitised signals are read out sequen-
tially at a pixel readout speed of up to 540 MHz
(270 MHz × 2 halves). In rolling-shutter mode –
contrary to the global-mode available in other cam-

16https://andor.oxinst.com/products/

scmos-camera-series/zyla-4-2-scmos

era models, where the whole pixel array is read out in
a single scan – different rows of the pixel array are ex-
posed at different times as the rows are sequentially
read from the center towards the upper and lower
ends of each of the halves of the pixel array, respec-
tively. OPTICAM uses as a default 540 MHz rolling-
shutter configuration. In its fastest configuration at
full-frame, the camera will be set up with rolling-
shutter, overlap enabled and 12-bit mode. The sus-
tained frame rate for this configuration is 53 fps with
100% duty cycle, due to the rolling-shutter capability
(40 fps in 16-bit mode). This rolling-shutter mode
allows a new exposure to start after each row of pix-
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Fig. 7. A manual filter exchanger will be used for each
camera during the first stage of operations of OPTICAM.
The color figure can be viewed online.
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Fig. 8. Throughput estimation of OPTICAM for the u′

(purple), g′ (green), r′ (red), i′ (orange) and z′ (black)
bands. This calculation considers the contribution of fil-
ters, dichroics, camera lenses and the sCMOS detector.
The color figure can be viewed online.

els has been read out; as a consequence, no time is
lost between exposures.

Higher frame rates can be achieved by reducing
the desired pixel array size. Maximum sustainable
frame rates and transfer rates for various (vertically
centred) ROIs, at a 540 MHz readout speed, are
also shown in Table 6. The values shown in this
table were obtained assuming a 1×1 binning. In
the fourth column of the same table, the byte-based
transfer rate through the USB 3.0 port for the re-
spective pixel array is shown. The Andor Zyla 4.2-
Plus USB 3.0 cameras nominally operate in rolling-

Fig. 9. Andor Zyla 4.2-Plus USB 3.0 sCMOS camera.
Image taken from the Andor Oxford Instruments website.
The color figure can be viewed online.

HDD

USB  COM

TTL

USB  COM

OPTICAM software

USB 3.0 Frame 

Grabber PCIe Driver

Andor Libraries

USB 3.0 Ports USB 2.0

GUI

sCMOS

1

F1

Telescope

Controler

TCL/IP

Timing

Module

GPS

Host PC

User Inputs

sCMOS

2

F2

sCMOS

3

F3

Periferals

Fig. 10. Block diagram of the OPTICAM control and
data-acquisition system. Details in § 6.

shutter mode. Since the actual write-speed of the
host computer hard drive can limit the final sustain-
able frame rate, this effect has to be taken into ac-
count to avoid future data transfer malfunctions. In
Table 2, detailed information is presented about the
FoV and plate scales for OPTICAM, under different
instrumental and AOI setups.

Image exposures can be started by a trigger event
(e.g. TTL pulse or rising edge). We use a tim-
ing module described in § 6 to provide highly pre-
cise timing marks. The Andor Zyla 4.2-Plus USB
3.0 camera can be operated under room tempera-
ture conditions (up to 27 ◦C ambient). However, if
its air-cooling system is software-enabled, the detec-
tor cools down, stabilising to a nominal operating
temperature of 0 ◦C, regardless of the ambient tem-
perature.
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TABLE 6

MAXIMUM SUSTAINABLE FRAME RATES AND TRANSFER RATES FOR VARIOUS PIXEL ARRAYS

Array Sizea Frame Rateb BTRc Frame Rateb BTRc

[fps@12-bit] [Mb/s] [fps@16-bit] [Mb/s]

2,048×2,048 53 424 40 320

1,920×1,080 107 423.2 80 316.4

512×512 403 201.5 403 201.5

128×128 1,578 49.3 1,578 49.3
aThe pixel array (also called the area or region of interest) will be user-defined on the GUI window.
bFrame rates are given in fps (frames per second).
cByte-based transfer rate (BTR).

6. CONTROL AND DATA-ACQUISITION

As shown in the block diagram of Figure 10,
triple-band (filters F1, F2 and F3) simultaneous
imaging will be possible using a set of three Andor
Zyla 4.2-Plus USB 3.0 cameras (sCMOS1, sCMOS2
and sCMOS3, respectively). Image acquisition will
be controlled from a single host computer. The soft-
ware for image acquisition, flow control, storage and
communication between interfaces and subprograms
have been developed by collaborators of the present
project, mainly written in C++. Specific software el-
ements regarding frame-reading, image memory allo-
cation, temperature control and other image-related
handlers were adopted from the Andor Software

Development Kit (SDK17). The SDK provides us
with a dynamic link library and a suite of functions
able to configure the data-acquisition process from
the Zyla sCMOS cameras used by OPTICAM.

Our instrumental control is closely related to the
currently working OAN-SPM telescope control se-
tups. The nominal communication standards be-
tween devices currently used at the OAN-SPM ob-
servatory have been adopted in order to deliver an
instrument compatible with other systems now op-
erating on the 2.1 m telescope. For OPTICAM, in
the case of the graphical user interface (GUI), we
have opted for a specific adaptation of the generic
GUI (Colorado 2014) currently used at the OAN-
SPM, given our simultaneous imaging and frame rate
needs. This new GUI will allow the observer to con-
trol the different frame-related parameters of the ob-
servation (e.g. exposure time, filters, ROI dimen-
sions and binning) as well as the type of exposure to
be acquired (e.g. test image, object, flat). Addition-
ally, this interface will allow the quick visualisation

17https://andor.oxinst.com/products/

software-development-kit/software-development-kit

of some important parameters of the exposed fields
(e.g. object name, coordinates, airmass, observation
date and time, camera details and filter data).

High precision time stamps will be provided
through a ‘Silverbox 2.0’ timing module specifically
designed on request for our project by the KTH
Royal Institute of Technology18 staff members in
Stockholm, Sweden. The module is intended for
the generation of configurable and precisely synchro-
nised timing pulses. Both the period of the pulse
train and the pulse duration can be independently
set to an integer factor of the base clock period. This
module will be used by OPTICAM in order to ac-
quire data from the 3 different cameras with a very
accurate timing. The highly accurate clock of the Sil-
verbox (±1 ppm precision; ppm stands for parts per
million in relation to the crystal’s oscillator nominal
frequency) can be synchronised to either a time-pulse
from the Global Positioning System (GPS), or from
a custom supplied, one-pulse-per-second line, or left
free-running.

Assuming a selected full-frame (4.2 Mpix), 12-bit
resolution configuration (16-bit words for storage
purposes; more details in § 5), each camera can pro-
vide up to 53 fps at maximum performance. Consid-
ering that each pixel is encoded with 16-bit words,
this means that OPTICAM can deliver 8 Mb s−1

through a USB 3.0 port.

7. LIMITING-MAGNITUDE

Figure 11 shows a preliminary limiting-
magnitude plot for a detection by OPTICAM
(at a signal-to-noise of 5-σ) as a function of expo-
sure time at the OAN-SPM 2.1 m telescope provided
that the f/7.5 mount is installed. The curve was

18https://www.kth.se/en
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Fig. 11. Preliminary limiting-magnitude plot for a de-
tection by OPTICAM (at a signal-to-noise of 5-σ) in
the OAN-SPM 2.1 m telescope. The color figure can
be viewed online.

obtained assuming dark sky conditions19 and an
average seeing value of 0.7 ′′ (see § 2). Atmospheric
extinction was estimated from Schuster, & Parrao
(2001). Regarding the technical details of the Zyla
cameras (e.g. QE and detector noise), we rely on the
data provided by the Andor Zyla 4.2-Plus USB 3.0
user guide. The empirical throughput of OPTICAM
at the 2.1 m telescope will be estimated during
the first-light observation after some photometric
standard stars are observed.

8. SCIENCE WITH OPTICAM

Due to its unique optical and timing capabilities,
OPTICAM will allow us to perform strictly simul-
taneous, triple-band observations of a wide variety
of astronomical objects with dynamical times-scales
ranging from seconds in WDs to milliseconds in NSs
and galactic stellar-mass BHs. The expected tempo-
ral resolution and accuracy achieved by OPTICAM
will also allow the study of many other astrophysical
objects including, amongst others, eclipsing binaries,
exoplanets, active galactic nuclei, ultra-compact bi-
naries, pulsars, pulsating WDs, stellar flaring events,
and stellar occultations. In addition to stand-
alone science, OPTICAM can complement simul-
taneous multi-wavelength campaigns of fast vari-

19http://www.astrossp.unam.mx/sitio/brillo_cielo.

htm

ability phenomena, or observations by several high-
energy space observatories (e.g. AstroSat, Chandra,
NICER, NuSTAR, Swift and XMM-Newton). Some
of the proposed astrophysical objects and possible
case-studies for use of this instrument are described
below.

8.1. X-ray Binary Systems

The study of BH and NS XRBs has rapidly
evolved over the past two decades, largely due to
the availability of powerful X-ray space observato-
ries. The X-ray phenomenology of XRBs includes
week-to-year-long outbursts, where their overall lu-
minosity can increase by several orders of magnitude.
However, most of the underlying physics is still un-
der debate. An example of this is the presence of fast
periodic/quasi-periodic variability (QPOs) observed
at different wavelengths, often associated with or-
bital motions in the inner accretion disc and/or disc
precession (e.g. Ingram et al. 2016). In this context,
multi-wavelength observations of such fast-time vari-
ability might allow the degeneracy between models
to be broken (Hynes et al. 2003; Kalamkar et al.
2016; Veledina et al. 2017).

It is widely accepted that, given a continuous
mass-transfer rate from the secondary star, out-
bursts of X-ray transients occur when a thermal in-
stability occurs after the surface density at large radii
reaches a critical value. From high-resolution, multi-
wavelength observations of the binary BH V404 Cyg,
Kimura et al. (2016) found optical oscillations on
time scales of 100 seconds to 2.5 hours, well-
correlated with the X-ray emission. Since these
oscillations occurred at mass-accretion rates much
lower than expected, it was concluded that the mass-
accretion rate is not the only key factor, particu-
larly for sources with large discs, long orbital pe-
riods and large-amplitude oscillations (Kimura et
al. 2016). Muñoz-Darias et al. (2016) reported the
presence of rapidly-changing P-Cygni profiles due to
winds, and attributed the X-ray and optical variabil-
ity patterns to insufficient mass-flow reaching the in-
nermost regions of the accretion disc. ULTRACAM
simultaneous, three-band, sub-second observations
of V404 Cyg showed a steep power density spec-
trum dominated by slow variations on 100 − 1000 s
timescales (Gandhi et al. 2016). These observations
also showed persistent sub-second flares, particularly
in the r′-band. The origin of the observed lags be-
tween different wavelengths in accreting objects is
also still unclear. Several promising physical pro-
cesses have been put forward as explanations for
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such behaviour, e.g. reprocessing of the X-ray emis-
sion by the accretion disc, intrinsic variations of the
thermal disc emission (Cameron et al. 2012) and
changes in the projected direction to- and accretion
flow into the compact jets (Bell et al. 2011). At the
median distances of ≈ 2 kpc for BH XRBs (Gandhi
et al. 2019), the typical optical luminosities of the
rapid sub-second flares alone can reach peak val-
ues of ≈ 1036 erg s−1. Such powerful and rapid flares
cannot originate as thermal emission. Thus, they
appear to be important probes of non-thermal pro-
cesses very close to the central compact objects. To
explore some of these lines of research, OPTICAM
will allow us to perform high-time resolution, si-
multaneous observations, made jointly with other
high-performance space- and ground-based observa-
tories, in order to provide a unique time-dependant,
panchromatic view of XRBs.

8.2. Accreting White Dwarfs

Interacting binary systems harbouring a WD are
one of the most common accreting objects in the
Galaxy. Due to their large number and relative
proximity, accreting WDs are ideal laboratories to
characterise the properties of accretion discs across
a wide range of mass transfer rates. X-rays in cat-
aclysmic variables (CVs) are thought to originate
from the boundary layer (see Kuulkers et al. 2006,
for review) or from the X-ray corona at low accre-
tion rates (e.g King & Shaviv 1984). Roughly half
of the gravitational potential energy is radiated from
the aforementioned layer while the other half is ra-
diated from the accretion disc through viscous pro-
cesses (Dobrotka et al. 2014).

Many CVs have short orbital periods of less than
4 h (e.g. Patterson et al. 2002). HS 0728+6738 is
a CV with an orbital period (P) of 3.21 h showing
optical variations on a time scale of ≈ 7 min. Ad-
ditionally, the fast variability seen in HS 0728+6738
(Rodŕıguez-Gil et al. 2004) outside eclipse also shows
QPOs on time scales of 10–30 minutes. High cadence
observations of sources in eclipse with simultaneous
time-resolved multi-band coverage, will allow us to
dissect the different light components of these sys-
tems. Light curves obtained with OPTICAM will
allow us to retrieve the geometry and orbital param-
eters of this type of system. Such techniques have
already succeeded in detecting the long-sought pop-
ulation of WDs accreting from brown dwarfs (Lit-
tlefair et al. 2006; Savoury et al. 2011; McAllister et
al. 2017) which were later confirmed through spec-
troscopy (e.g. Hernández-Santisteban et al. 2016).

8.3. Active Galactic Nuclei

For AGN harbouring a SMBHs in the range
106 − 108 M⊙, the lags between various bands range
from seconds to a few days (Breedt et al. 2010;
Cameron et al. 2012). In particular, the study of low-
mass AGNs, as in the case of Narrow-Line Seyfert 1s,
requires a time-resolution on the order of a dozen
seconds (e.g. McHardy et al. 2016). An example
is NGC 4051, a highly-variable AGN showing large
variations in flux over relatively short timescales
(≈ hours) (e.g. McHardy et al. 2004; Silva et al.
2016). A major goal of such studies is the determi-
nation of inter-band lags, i.e. time-delays between
different bands, which are thought to be due to the
light-travel times between different parts of the sys-
tem. The wavelength dependence of these lags can
be used to infer the emissivity and temperature dis-
tributions across the accretion disc, as well as to es-
timate the size of the disc and its accretion rate.
Thus, simultaneous coverage across multiple bands
provided by OPTICAM will allow us to carry out
this type of study.

8.4. Eclipsing Binaries

Eclipsing binaries are arguably the most impor-
tant empirical calibrators in stellar astrophysics. In
the case of short-period systems, their fundamental
stellar and binary parameters (masses, radii, tem-
peratures, luminosities and periods) can often be
measured with both accuracy and precision. As an
extreme example, high-precision photometric mea-
surements of eclipse timings have even been used to
establish the presence of an extra-solar planet orbit-
ing the close binary NN Ser (Beuermann et al. 2010;
Marsh et al. 2014; Parsons et al. 2014). This makes
short-period oscillation eclipsing binaries valuable
subjects for both spectroscopic and multi-band pho-
tometric studies (e.g. Lu et al. 2018). The use of
an instrument such as OPTICAM – as part of si-
multaneous multi-wavelength coverage – will make it
possible to constrain with high-precision the physical
parameters of a large number of eclipsing binaries.

8.5. Exoplanets

Although exoplanets were first studied using the
radial-velocity technique, time-resolved colour pho-
tometry provides valuable astrophysical informa-
tion that has led to detection and characterisation
via transits of numerous exoplanets. Such mea-
surements usually require extremely precise relative
multi-band photometry and until recently they were
only possible through the use of space telescopes or
large ground-based facilities (Sedaghati et al. 2015).
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However, precise BVRIz’JH observations by Ricci
et al. (2017) have recently confirmed the potential
adequacy of small ground-based telescopes (in the
range 36–152 cm) for exoplanetary transit research.
A good example of this is the successful operation of
MuSCAT-2 on the 1.52 Carlos Sánchez telescope and
the current implementation of the TAOS-II20 project
at the OAN-SPM. Multi-colour, high-precision, fast-
photometry obtained with OPTICAM will certainly
help to increase the number of exoplanet observa-
tions at the OAN-SPM.

9. CONCLUSIONS AND DISCUSSION

OPTICAM is a high-speed optical sys-
tem designed to perform triple-channel fast-
photometry. OPTICAM will have a set of u′g′r′i′z′

SDSS filters which will provide coverage in the
320 < λ[nm] < 1, 100 wavelength range. OPTICAM
will be mounted in the Cassegrain focus of the
OAN-SPM 2.1 m telescope. Incident light will
be split into three different beams using a pair of
dichroic beam splitters. One beam is dedicated to
either the u′ or g′ filter, whereas the second beam
is dedicated to r′ and the third beam to either the
i′ or the z′ filter. These filter combinations, and
additional empty positions, will be selected through
the use of a manual filter exchanger available on
each arm of the optical system. The filters will
be placed according to the particular science case
(within the limitations established in § 4). The
image acquisition will be carried out by three
modern 2,048×2,048 Andor Zyla sCMOS cameras,
observing the same patch of sky of approximately
5′ × 5′ FoV (see Table 2).

The OPTICAM system will be capable of strictly
simultaneous imaging, meaning that images will be
acquired at exactly the same time through the use
of a synchronisation card and dedicated software.
OPTICAM will nominally allow sub-second imag-
ing capabilities. Nevertheless, higher readout speeds
can be reached as a function of the ROI size. The
three cameras will be synchronised with the aid of
a precise timing module. Each image header will
be time-stamped using this dedicated timing mod-
ule equipped with a precise GPS system.

A theoretical limiting magnitude curve has been
provided for the purposes of this paper. As far as
we know, sky brightness and extinction values have
not been measured before with the SDSS filter set
at the OAN-SPM site. Transformations have been
made from known UBV RIc values, and extinction

20https://taos2.asiaa.sinica.edu.tw/

values were interpolated using the Schuster, & Par-
rao (2001) extinction curve as a first approximation.
In order to estimate the empirical throughput of OP-
TICAM on the 2.1 m telescope and accurately char-
acterise the response of the instrument, as well as
to measure the average values of the sky brightness
and extinction, a set of spectro-photometric stan-
dard stars needs to be carefully observed at differ-
ent air-masses. First on-site tests of the instrumen-
tal setup are expected to be carried out in Octo-
ber 2019. During this period, other, relatively well-
known, bright objects will also be targeted, allowing
us to make comparisons with published data of the
same objects in order to establish performance com-
parisons with OPTICAM.

OPTICAM is a low-budget project compared to
other, similar systems currently in operation (e.g.
ULTRACAM and HiPERCAM). The sCMOS cam-
eras had previously been acquired within budgetary
limitations. This pre-existing condition coupled with
the scientific requirements established for OPTI-
CAM, imposed very strict design requirements in
order to provide a large FoV, simultaneous triple-
band imaging and an appropriate plate scale for an
instrument operating under the specific sky condi-
tions of the OAN-SPM observatory. The design re-
quirements are particularly oriented to get a good
sampling of the point spread function of a point-like
source without significant spacial degradation.

The most important limitation of OPTICAM is
the low instrumental sensitivity in the bands u′ and
z′. It will be in the observer’s interest to decide when
these filters should be used according to the needs of
their underlying science, for example, the acquisi-
tion times required (particularly for u′) to achieve
a good S/N will limit the time-resolution possible
(yet this is often required in some fast-photometry
studies). Despite these limitations, in the context of
conventional photometric studies, where timing ca-
pabilities are not critical, OPTICAM aims to be a
very efficient instrumental system due mainly to its
triple-band imaging capability, high time resolution
and its well-defined detection band-passes.

OPTICAM is a step forwards towards a new gen-
eration of instruments with high temporal resolu-
tion, which will enable studies of very fast astro-
physical phenomena occurring in the range of mil-
liseconds and seconds, a range that previously could
not be achieved by conventional CCD photometric
techniques. Due to its novel design, OPTICAM can
be used to observe a variety of astrophysical sources,
such as XRBs, pulsating WDs, accreting compact
objects, eclipsing binaries and pulsars. OPTICAM
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intends to match some of the capabilities of UL-
TRACAM, such as short exposure times, negligi-
ble dead-time and true simultaneous imaging with
multi-wavelength coverage.

In order to maximise the long-term impact of the
project, and its benefits to the astronomical com-
munity, we will ensure that all observations taken
with OPTICAM become publicly available. Data
will only be proprietary for six months after the ob-
servations are taken. In accordance with open-data
policies, all observations will then be accessible to
the entire international astronomical community. In
addition, OPTICAM will serve as part of a world-
wide transient network of instruments dedicated to
the study of transient phenomena, such as Smart-
NET21 (Middleton et al. 2017).
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Echevarŕıa, J., Tapia, M., Costero, R., et al. 1998,
RMxAA, 34, 47

Fukugita, M., Ichikawa, T., Gunn, J. E., Doi, M., Shi-
masaku, K., & Schneider, D. P. 1996, AJ, 111, 1748

Gandhi, P., Bachetti, M., Dhillon, V. S., et al. 2017,
NatAs, 1, 859

Gandhi, P., Dhillon, V. S., Durant, M., et al. 2010,
MNRAS, 407, 2166

Gandhi, P., Littlefair, S. P., Hardy, L. K., et al. 2016,
MNRAS, 459, 554

Gandhi, P., Makishima, K., Durant, M., et al. 2008,
MNRAS, 390, L29

Gandhi, P., Rao, A., Johnson, M. A. C., et al. 2019,
MNRAS, 485, 2642

Geary, J. C., Wang, S.-Y., Lehner, M. J., et al. 2012,
Proc. SPIE, 84466C

Green, M. J., Marsh, T. R., Steeghs, D. T. H, et al. 2018,
MNRAS, 476, 1663

Harding, L. K., Hallinan, G., Milburb, J., Gardner, P.,
et al. 2016, MNRAS, 457, 3036

Hernández Santisteban, J. V., Knigge, C., Littlefair,
S. P., et al. 2016, Nature, 533, 366

Homan, J., Wijnands, R., van der Klis, M., et al. 2001,
ApJS, 132, 377

Hynes, R. I., Haswell, C. A., Cui, W., et al. 2003,
MNRAS, 345, 292

Hynes, R. I., Robinson, E. L., Terndrup, D. M., et al.
2019, MNRAS, 487, 60

Ingram, A., van der Klis, M., Middleton, M., et al. 2016,
MNRAS, 461, 1967

Kalamkar, M., Casella, P., Uttley, P., et al. 2016,
MNRAS, 460, 3284

Kanbach, G., Straubmeier, C., Spruit, H. C., et al. 2001,
Natur, 414, 180



©
 C

o
p

y
ri

g
h

t 
2

0
1

9
: 
In

st
it
u

to
 d

e
 A

st
ro

n
o

m
ía

, 
U

n
iv

e
rs

id
a

d
 N

a
c

io
n

a
l A

u
tó

n
o

m
a

 d
e

 M
é

x
ic

o
D

O
I:
 h

tt
p

s:
//

d
o

i.o
rg

/1
0

.2
2

2
0

1
/i

a
.0

1
8

5
1

1
0

1
p

.2
0

1
9

.5
5

.0
2

.2
0

376 CASTRO ET AL.

Kimura, M., Isogai, K., Kato, T., et al. 2016, Natur, 529,
54

King, A. R & Shaviv, G. 1984, Natur, 308, 519

Kuulkers, E., Norton, A., Schwope, A., & Warner, B. in
Compact Stellar X-ray Sources, ed. W. Lewin & M.
van der Klis (Cambridge, UK. CUP)

Lehner, M. J., Wang, S., Alcock, C. A., et al. 2012,
AAS/Division for Planetary Sciences Meeting Ab-
stracts #44, 310.20

Littlefair, S. P., Dhillon, V. S., Marsh, T. R., et al. 2006,
Sci, 314, 1578

Lu, H.-peng, Michel, R., Zhang, Li-yun, & Castro, A.
2018, AJ, 156, 88

Mallonn, M., Nascimbeni, V., Weingrill, J., et al. 2015,
A&A, 583, A138

Malzac, J., Kalamkar, M., Vincentelli, F., et al. 2018,
MNRAS, 480, 2054

Marsh, T. R., Parsons, S. G., Bours, M. C. P., et al. 2014,
MNRAS, 437, 475

Mayor, M. & Queloz, D. 1995, Natur, 378, 355

McAllister, M. J., Littlefair, S. P., Dhillon, V. S., et al.
2017, MNRAS, 464, 1353

McHardy, I. M., Koerding, E., Knigge, C., et al. 2006,
Nature, 444, 730

McHardy, I. M., Papadakis, I. E., Uttley, P., et al. 2004,
MNRAS, 348, 783

McHardy, I. M., Connolly, S. D., Peterson, B. M., et al.
2016, AN, 337, 500
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ABSTRACT

We present a new database of fully radiative shock models calculated with
the shock and photoionization code mappings v. The database architecture is
built to contain diverse shock grids comprising of multiple shock parameters. It
can be easily accessible through the MySQL protocol. Intensities of spectral lines
from infrared to X-rays are stored along with other useful outputs such as the ionic
fractions/temperature, integrated densities, etc. A web page was created in order
to explore interactively the database as it evolves with time. Examples of its usage
are given using the Python language.

RESUMEN

Presentamos una nueva base de datos para modelos de choques puramente
radiativos calculados con el código Mappings V. La arquitectura de la base de datos
se diseñó para incluir diversas mallas de choques con distintos parámetros para los
choques. La base es de fácil acceso mediante el protocolo MySQL. Se almacenan
las intensidades de ĺıneas espectrales que abarcan desde el infrarrojo hasta los rayos
X, aśı como otros resultados útiles, como la fracción iónica/temperatura, las densi-
dades integradas, etc. Se creó una página en la red para poder explorar de manera
interactiva la base de datos a medida que evoluciona en el tiempo. Se dan ejemplos
de su uso mediante el lenguaje Python.

Key Words: astronomical data bases: miscellaneous — Galaxy: abundances — H II
regions — ISM: abundances

1. INTRODUCTION

The internet revolution has changed in a pow-
erful and effective way how research is conducted
today. Far away are the days when a researcher
had to spend an incalculable amount of time in li-
braries searching and deciphering an ever growing
and complex scientific literature. In this day and
age, researchers’ primary reflex is to use the inter-
net to search for and gather essential information to
the advancement of their research. Astrophysics has
been particularly at the forefront in adopting this
technology and applying it to very diverse goals.

Services such as the ADS1 [SAO/NASA Astro-
physics Data System Abstract Service (McKiernan
2001)] now play an indispensable role in providing
easy access to millions of abstracts and to the asso-
ciated papers.

1http://http://adsabs.harvard.edu/

Other web services have been created to facilitate
the search of astrophysical data. A prominent exam-
ple is the conglomerate of CDS2 (Strasbourg Astro-
nomical Data Center) services like VizieR3, which
became available in 1996 and was later described in
Ochsenbein et al. (2000). It provides access to the
most complete online library of published astronom-
ical catalogues and data tables organized in a self-
documented database system.

Another service from the CDS is the ALADIN4

interactive sky atlas (Bonnarel et al. 2000; Boch &
Fernique 2014), which allows simultaneous access to
digitized images of the sky, astronomical catalogs,
and databases. It is mainly used to facilitate direct
comparison of observational data at any wavelength
with existing reference catalogs of astronomical ob-
jects.

2http://cds.u-strasbg.fr/
3http://vizier.u-strasbg.fr/
4https://aladin.u-strasbg.fr/aladin.gml
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While such services have proven to be valuable,
other areas of astrophysics can also benefit from
those innovations. This is particularly the case of
computational models such as photoionization and
shock models computed using various spectral syn-
thesis codes. Most of those models available in the
‘market’ can be found in the form of tables that are
scattered around in the published literature. The
most recent model grids are available as compressed
files in multiple websites that use quite different
data-formats. A centralized database, readily acces-
sible and user friendly, would no doubt be beneficial
to the community. To this end the Mexican Mil-
lion Models database (3MdB5) was created (Moris-
set et al. 2015). It is designed to store and dis-
tribute photoionization models computed with the
code cloudy (Ferland et al. 2017) using the MySQL
database management system. This service offers to
the community an easy access to millions of online
models by means of the SQL language.

This paper deals with the addition of shock mod-
els calculated with the code mappings (Sutherland
& Dopita 2017). This new database which includes
shock models is called “3MdBs” (i.e., 3MdB-shocks).
The structure of the 3MdBs database differs from
the original 3MdB (photoionization models), but the
logic behind its usage has remained the same. Both
databases are available at the same address and both
can be used simultaneously with the appropriate
SQL queries. 3MdBs includes a website6 that al-
lows one to explore the grid available in the database
interactively, using a simple web browser. The web-
site also contains tutorials allowing potential users to
obtain the necessary information required to interact
with it.

This paper is structured as follows. In § 2 we
briefly introduce the modeling code mappings. § 3
explains the database structure. The grids of models
available at the time of publication are presented in
§ 4 followed by a discussion about specials grids in
§ 4.4.

2. THE MODELING CODE

All the models referred to in this paper have been
calculated using the shock and photoionization code
mappings v7, version 5.1.13 (Sutherland & Dopita
2017; Sutherland et al. 2018). The latest improve-
ments made in mappings v are detailed in Suther-
land & Dopita (2017).

5https://sites.google.com/site/

mexicanmillionmodels/
6http://3mdb.astro.unam.mx
7mappings vis freely accessible from https:

//mappings.anu.edu.au/code/

2.1. Preionization

Preionization conditions of the gas entering the
shock front are an essential parameter of the shock
calculations since they greatly influence the ioniza-
tion structure of the shocked gas downstream and
therefore all the line emissivities and their spatially
integrated intensities (Dopita & Sutherland 1995;
Allen et al. 2008). Manually setting preionization
would be arbitrary and far from optimal, in partic-
ular in models related to specific astrophysical situ-
ations.

Allen et al. (2008), for instance, used an itera-
tive process to determine preionization by first in-
tegrating the upstream propagating UV radiation,
which is produced by the shocked gas UV emission
downstream, and second, by using the resulting UV
energy distribution to calculate a photoionization
model for the preshock gas as it travels towards the
shock front. In the case of high velocity shocks, it
is a reasonable to assume that the precursor is pho-
toionised and in near-equilibrium conditions, as de-
termined from the ionizing radiation field generated
by the shocked gas downstream.

Since there is a strong feedback between preion-
ization conditions and the ionization of the shocked
gas downstream and its UV emission, the adopted
methodology consisted in repeating the shock cal-
culations using the preionization conditions inferred
from the previous shock iteration. By repeating this
iterative procedure up to at least four times, one
finds that both the temperature and ionization state
of the precursor converge towards a stable value;
hence, so will the line emission intensities of the cool-
ing shock.

While this method is valid for shock velocities Vs

in excess of ≈ 200 km s−1, it fails for slower velocities
since there is insufficient time for the preshock gas
to achieve equilibrium before it is shocked. In such
cases, it is essential to take into consideration the
time dependent aspects of the problem. mappings v
now addresses the preionization problem in a fully
consistent manner. For the first time, the new code
treats the preshock ionization and thermal structure
iteratively by solving, in a fully time-dependent man-
ner, the photoionization of the preshock gas, its re-
combination, photoelectric heating and line cooling
as it approaches the shock front. A detailed study
of preionization in radiative shocks was presented in
Sutherland & Dopita (2017). Therefore, the models
in the database make use of this new treatment, in
which the preshock temperature and ionization state
of the gas are iteratively calculated after each shock
calculation.
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2.2. Precursor Gas

For shocks with a velocity of less than
100 km s−1, we did not compute the emission of the
precursor since shocks below this velocity are unable
to produce any appreciable ionizing emission. For
shocks with velocity greater than 100 km s−1, the
photoionized precursors were computed separately.
These were evaluated after the ionizing radiation
field generated by the shock had been computed. All
precursors were calculated subsequently to each it-
eration using the option ‘P6’ in mappings v (pho-
toionization model), the ionizing radiation emanat-
ing from the shock being the only source of ioniza-
tion in the current grid. We essentially used the
exact same method employed by Allen et al. (2008)
to compute the precursor emission spectrum.

3. THE NEW DATABASE

All models presented in this paper are stored
into an SQL8 database freely available online.
This method of distribution has three main ad-
vantages. First, it allows anyone to have access
instantaneously to thousands of models without the
hassle of installing and managing the database on
one’s own workstation. Second, any new database
updates or additions become instantly available to
the community, a feature which can be very useful
when it involves a worldwide collaboration (which
is not available when using the VizieR database
system). Third, the database can be accessed and
handled using anyone’s preferred programming
language as long as it includes a SQL client library.

In order to make use of this database and fully
exploit its capabilities, the user needs to be familiar
with the SQL database language, a domain-specific
language designed for managing data stored in a re-
lational database management system. This work
makes use of MariaDB®, a fast, scalable and robust
open source database server. In the following sec-
tion, we shall explain the database structure and the
variables it manages. This will be followed by a book
case example of how the database is best used.

3.1. Database Structure

As in any database design, the data in distributed
across several tables with a multicolumn setup. The
whole database consists of 12 tables, each having a

8Structured Query Language

abundances

AbundID

shock_params

ModelID

AbundID

ProjectID

emis_IR

ModelID

>7500 A

emis_UVA

ModelID

660-938 A

emis_UVB

ModelID

938-1527 A

emis_UVC

ModelID

1527-3000 A

emis_VI

ModelID

3000-7500 A

ion_col_dens

ModelID

ion_frac

ModelID

ion_temp

ModelID

model_directory

ProjectID

ModelID

projects

ProjectID

Fig. 1. Interrelation between the various database tables.

specific purpose, which we shall discuss in details
below. An overall view of the database’s structure
is displayed in Figure 1, which illustrates the differ-
ent relations between the tables. The architecture
adopts a modular design in the form of multiple ta-
bles, all with the aim of satisfying three criteria: ef-
ficiency, simplicity and expandability. By design, an
SQL database can only contain a given number of
name columns, depending of its configuration. Too
many columns in a table can greatly degrade its per-
formance, and even make it unstable. It is also very
rare that one needs the information contained in all
tables through a single database request. Most of
the time, only a fraction of the table columns are
needed at a given time. For this reason, the data are
scattered into different tables, each having a specific
purpose, while limiting data duplication and thus
optimizing the database size.

All the shock parameters are found in the ta-
ble named shock params (Table 4). This table in-
cludes various columns associated with the shock pa-
rameters described in § 4.1, mainly the shock veloc-
ity (shck vel), the preshock density (preshck dens)
and the transverse magnetic field (mag fld). The
abundance sets used for a specific model are ref-
erenced using an abundance identification code
(AbundID), which is linked to the table abundances
that contains a list of all abundance sets available in
the database at the time it is consulted.

A total of 4132 emission lines from ultraviolet to
infrared can be extracted from the database. They
are distributed among 5 tables, each covering specific
wavelength intervals : 660-938 Å (emis UVA), 939-
1527 Å (emis UVB), 1528-2999 Å (emis UVC), 3000-
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7499 Å (emis VI) and 7500Å-609µm (emis IR). The
complete emission lines list can be consulted via the
web interface.

For each emission line of every model, the
line intensities corresponding to the three dif-
ferent region types (namely shock, precursor
and shock+precursor) are available, using the
filter WHERE emisVI.modeltype="shock" or
"precursor" or "shock plus precursor" respec-
tively.

The mean temperatures, weighted by the ionic
fraction of the specie involved, are given for each
model in the table temp frac, with the average
ionic fraction listed in the column labelled ion frac
and the ionic column densities in the column
ion column frac.

There are two more tables in the database that
are usually not expected to be required. Their names
are projects and models directory. They ought
to be used only when one needs to reevaluate a
model, or when the latter contains information re-
quired by the web-interface.

3.2. Website and User Credentials

In § 4, we describe the models grids available at
the time of publication. With time, other grids will
be calculated and added in the database. In order to
publicize these grids to the community, we created
a website allowing to visualized the different grids
available at the time of consultation. The website
can be reached via http://3mdb.astro.unam.mx/.

The user credentials can be obtained via the web-
site along with the IP adress and port needed to con-
nect to the database.

The website is connected directly to the
MariaDB9 database. This means that it is adaptive,
and any changes made to the database will automat-
ically appears in the different sections. New grids of
models can be added to the database, which then be-
come automatically visible and accessible to the gen-
eral public. Since each grid is built using a distinct
range of shock parameters, and the spacing between
successive values is at times non-uniform from grid
to grid, the website provides a parameter explorer
that allows any user to explore the database and, in
an intuitive manner, to compose relatively complex
SQL queries, such as the one given as example in
Table 1. The website also includes interactive tuto-
rials that aim at teaching any user how to connect
and interact with the database using the Python pro-
gramming language.

9https://mariadb.org/

4. THE MODEL GRIDS IN THE DATABASE

At the time of publication, 3 main grids are avail-
able in the database :

1. An exact replica of the Allen et al. (2008) grids
(§ 4.1).

2. An extension of the Allen et al. (2008) grids
computed for low metallicities using the abun-
dances of Gutkin et al. (2016) (§ 4.3)

3. An extension of the Allen et al. (2008) grids
computed for different shock ages (§ 4.4).

Not all the parameter grids presented in this pa-
per are equally set in the shock parameter space (i.e.,
the size of the intervals and the range they cover may
depend differently on the assumed abundances). The
next section will describe the grids of models cur-
rently available in our database. For all models of the
grid, we provide information about each of the three
regions: shock, precursor and shock+precursor. The
effect of dust has not been considered in the models.

4.1. The Allen et al. (2008) Grid

As in Allen et al. (2008), each shock model from
the grid is uniquely defined through five different in-
put parameters: the shock velocity Vs, the preshock
transverse magnetic field B0, the preshock density n0

and one of the five abundance sets listed in Table 2.
The temperatures of the ions and electrons have been
set to be equal right from the shock front. The ion-
ization state of the precursor (the gas entering the
shock front) is calculated with mappings vusing the
method described in § 2.1.

The grid is divided into two sub-grids. Both
of which are an exact replica of those presented by
Allen et al. (2008), as they use the same shock pa-
rameters. The only exception is the use of map-

pings v instead of mappings iii during model eval-
uations. Below is a summary of each sub-grid.

The first sub-grid contains 1440 models that were
calculated using one of the following five abundance
sets: a depleted solar set and a twice-solar set, which
were both used by Dopita & Sutherland (1996), a
solar abundance set labelled ‘dopita2005’ from As-
plund et al. (2005), which was used in Dopita et al.
(2005), and finally, an SMC and an LMC abundance
set published by Russell & Dopita (1992). The re-
spective abundances for each atomic element with
respect to hydrogen are given in Table 2. Each model
in this sub-grid was calculated using a fixed preshock
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TABLE 1

EXAMPLE OF SQL COMMAND LINES USED TO GENERATE FIGURE 2

SELECT shock params.shck vel AS shck vel ,

shock params.mag fld AS mag fld ,

log10(emis VI.NII 6583/emis VI.HI 6563) AS NII Hb ,

log10(emis VI.OIII 5007/emis VI.HI 4861) AS OIII Hb

FROM shock params

INNER JOIN emis VI ON emis VI.ModelID=shock params.ModelID

INNER JOIN abundances ON abundances.AbundID=shock params.AbundID

WHERE emis VI.model type=’shock’

AND shock params.ref=’Allen08’

AND abundances.name=’Allen2008 Solar’

AND shock params.shck vel<=200
AND shock params.preshck dens=1

ORDER BY shck vel , mag fld;

TABLE 2

ABUNDANCES USED IN ALLEN ET AL. 2008

Elem Solar 2×Solar Dopita2005 LMC SMC

H 0.00 0.00 0.00 0.00 0.00

He -1.01 -1.01 -1.01 -1.05 -1.09

C -3.44 -3.14 -4.11 -3.96 -4.24

N -3.95 -3.65 -4.42 -4.86 -5.37

O -3.07 -2.77 -3.56 -3.65 -3.97

Ne -3.91 -3.61 -3.91 -4.39 -4.73

Na -6.35 -4.85 -5.92

Mg -4.42 -4.12 -5.12 -4.53 -5.01

Al -5.43 -5.23 -7.31 -4.28 -5.60

Si -4.45 -4.15 -5.49 -5.29 -4.69

S -4.79 -4.49 -5.01 -5.23* -5.41

Cl -6.70 -7.30

Ar -5.44 -5.14 -5.44 -5.71 -6.29

Ca -5.88 -5.58 -8.16 -6.03 -6.16

Fe -4.63 -4.33 -6.55 -4.77 -5.11

Ni -7.08 -6.04 -6.14

X 0.7073 0.6946 0.7158 0.7334 0.7535

Y 0.2745 0.2696 0.2778 0.2596 0.2432

Z 0.0183 0.0358 0.0065 0.0070 0.0033

*A typo error shows -7.23 in the Allen et al. (2008) paper
although their model was obtained with the correct value
of -5.23, as the one present in the grid.

density of n0 = 1 cm−3 consisting of 36 individual
shock velocities (from 100 up to 1000 km s−1 in steps
of 25 km s−1) and one of the following 8 transverse
magnetic field values: B = 10−4, 0.5, 1.0, 2.0, 3.23,
4.0, 5.0 and 10 µG.

The second sub-grid of models was calculated us-
ing only the solar abundance set of Dopita & Suther-
land (1996) with 6 preshock densities (0.01, 0.1, 1.0,
10, 100 and 1000 cm−3), at 36 shock velocities (100
up to 1000 km s−1 in steps of 25 km s−1) and for 8
transverse magnetic field values (B = 10−4, 0.5, 1.0,
2.0, 3.23, 4.0, 5.0 and 10 µG). As in the Allen et al.
(2008) paper, further models were computed using
additional values of B in order to cover all the mag-
netic parameter values B/n1/2 from the first sub-
grid. This facilitates comparison of models that dif-
fer by their preshock density. We recall that models
with the same ratio B/n1/2 result in the same mag-
netic to gas pressure ratio. These additional values
(transverse magnetic field) are B ≈ 10−3, ≈ 10−2,
≈ 10−1, 1.0, 10 and 100 µG, and were calculated for
each selected preshock density.

4.2. Comparison Between the Allen 2008 Models
and Our Calculations

The first application of the new model grid was
to compare it with the previous grid from Allen
et al. (2008). Figure 2 shows a classical plot of
[O III]/Hβ versus [N II]/Hα, commonly known as a
BPT diagnostic diagram (Baldwin et al. 1981). Ex-
cept for the fact that our grid was computed using
the code mappings v, it is otherwise equivalent to
the one presented by Allen et al. (2008). We as-
sumed the same shock parameters: a solar abun-
dance set with shock velocities varying from 200 to
1,000 km s−1. The transverse magnetic field covers
the range 0.0001 to 2 µG and the preshock density is
always 1 cm−3. The left panel displays the line ratios
from the shocked gas only, while the right panel dis-
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Fig. 2. The BPT [O III] λ5007/Hβ versus [N II] λ6583/Hα diagnostic diagram (Baldwin et al. 1981) displaying shock
models that use the same abundance sets as Allen et al. (2008) and which cover shock velocities ranging from 200 to
1000 km s−1, all with the same preshock density of n0 = 1 cm−3. The left panel displays the line ratios from the shocked
gas only while the right panel shows the same ratios after summing up shock and precursor line intensities. This figure is
identical to Figure 20 shown in Allen et al. (2008), except that the models shown here were calculated with mappings v

instead of mappings iii. The color figure can be viewed online.
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Fig. 3. Comparison of mappings iii and mappings v

in the BPT diagram of [O III] λ5007/Hβ vs. [N II]
λ6583/Hα when using the same model parameters as
Allen et al. (2008): a solar abundance set, a preshock
density of n0 = 1 cm−3, shock velocities ranging from
200 to 1 000 km s−1 with an interval of 25 km s−1, and a
transverse magnetic field of 10−4, 1, 2 and 4 µG cm3/2.
The models calculated by Allen et al. (2008) are shown in
gray and our models using mappings v are shown in blue.
This figure is similar to Figure 21 of Allen et al. (2008),
which was used by the authors to compare their map-

pings iii grid to an earlier grid from Dopita & Sutherland
(1996). The color figure can be viewed online.

plays the same ratios after summing up both shock
and precursor line intensities. Our figure can be di-
rectly compared to Figure 20 of Allen et al. (2008).

Figure 3 shows a direct comparison between our
grid (blue lines) and the Allen et al. (2008) version
using mappings iii(gray lines). Although similari-
ties do appear between the different line ratio curves,
a higher value by up to ≈ 0.3 dex of our [O III]/Hβ
ratio shows up in some parts of the diagram.

Figure 4 displays the behavior as a function of
shock velocity Vs of 16 different emission lines. These
further illustrate the similarities and differences be-
tween both grids of models. All lines are normalized
to the Hβ intensity. Colors represent whether the
emission comes from the shocked gas only (red), from
the preshock gas (green) or from the sum of both
(blue). The models using mappings v are shown us-
ing dotted lines while the continuous lines represent
the Allen et al. (2008) models. For both grids, a
preshock density of 1 cm−3 and a magnetic field of
3.23 µG were assumed. The color shaded bands rep-
resent the range in flux variations within the map-

pings v grid when the magnetic field is varied be-
tween 10−4 and 10µG.

We note from Figure 4 that the behavior of the
emission line intensities is quite similar in the map-

pings v and mappings iii grids, although signifi-
cant differences appear for the lines [C IV] 1550Å,
C III] 1909Å, [O III] 4363Å, [O III] 5007Å, and [NeV]
14.3µm, which are predicted stronger in our new
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Fig. 4. Line fluxes as a function of shock velocity for 16 emission lines, normalized to Hβ. Colors represent whether the
emission is from the shocked gas only (red), or from the preshock gas (green) or from the sum of both (blue). The models
using mappings v are shown using dotted lines while the continuous lines represent the Allen et al. (2008) models. The
color-shaded bands represent the domain of line intensity variations of the mappings v grid when gradually varying the
magnetic field from 10−4 to 10µG (with the same color coding as for the dotted lines). The color figure can be viewed
online.

grid, while the lines [C II] 2327Å and [Ne III] 15.5µm
are predicted weaker. Other lines appear stronger or
weaker depending on the shock velocity considered.

Figure 5 is another illustration of the differences
between the Allen et al. (2008) models and the cur-
rent grid. The six panel pairs represent useful line
ratio diagnostics when studying LINERs. All the se-
quences shown are from our grid only and they all
have the same transversal magnetic field of 1µG. The
emission lines in the left panels represent shocked gas
only, while those in the right panel represent the sum
of shock with precursor emission lines. The model se-
quences shown correspond to sequences in which ei-
ther the precursor density (red lines) or the shock ve-

locity (blue lines) were varied. The line thickness (of
the red and blue lines) increases as the iso-parameter
takes on larger values. These models are equivalent
to those presented by Molina et al. (2018) in their
Figures 24 to 29. The main difference found in our
grid is the [O III] 5007Å line, which can be up to
0.3 dex stronger than in Molina et al. (2018).

The line ratio differences discussed above be-
tween code versions arise either from changes im-
plemented in the newer mappings code or from the
use of a more recent atomic database. It is beyond
the scope of this paper (and of the authors’ exper-
tise) to determine which of these is at play in any
specific line intensity difference.
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Fig. 5. Diagnostic diagrams to be compared to Molina et al. (2018), who used the Allen et al. (2008) models. All models
shown have the same transverse magnetic field of 1µG. Red lines represent shock model sequences of different n0 values
but of equal velocity, while blue lines represent shock model sequences of different Vs but of equal precursor density.
The line thickness (of the red and blue lines) increases from one sequence to the next: the blue lines become thicker as
the density increases and the red lines become thicker as the velocity increases. The color figure can be viewed online.

4.3. The Low Metallicity Grid

We have extended the grid of Allen et al. (2008)
to include low metallicity abundances in order to
study shocks in galaxies at different cosmic epochs.

The abundance sets chosen for this grid in particu-
lar are the same as the ones derived in Gutkin et al.
(2016), which were evaluated for different mass frac-
tion of Z. We follow the same methodology as these
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Fig. 6. Same diagrams as in Figure 2 except that the abundance sets are now from Gutkin et al. (2016). Shock velocities
range from 100 to 1 000 km/s, and magnetic fields range from 0.0001 to 10 µG. The left panel corresponds to the line
emission ratios from the shocked gas, while the right panel represents the line emission of both the shocked and precursor
gas. The column in the upper left corner of each panel lists the mass fractions of each sequence of the corresponding
color. The color figure can be viewed online.

authors, in order to retrieve the abundance of each
individual element, from hydrogen to zinc.

Our database currently contains models calcu-
lated using the parameters given in Table 3. Figure 6
allows us to visualize the effect on the BPT diagram
[O III]/Hβ vs. [N II]/Hα of adopting lower values
of Z, starting with a value of (C/O)/(C/O)⊙ = 1
and successively going down to 10−4 (shifting from
left to right in the figure). Interestingly, when
the metallicity decreases, the horizontal spread of
[N II]/Hα in each sequence tends to become nar-
rower. Both changes of the shock velocity (from 100
to 1 000 km/s) and the magnetic field (from 10−4)
to 10 µG) lead to an increase in [O III] 5007Å/Hβ,
while [N II] 6583Å/Hα remains essentially constant.
It is also apparent from these figures that very low
metallicity shocks lead to very low values of any col-
lisionally excited line when normalized with respect
to a recombination line of H. It is important to keep
in mind that at the very low metallicity end, the
lines from metals become negligible, but the hydro-
gen and helium recombination or collisionally excited
lines are still emitted. If such shocked gas emission
were superposed on the observation of a photoionized
region, it might lead to an underestimation of metal-
lic abundances, which would unavoidably result from
simply assuming classical methods to determine e.g.
O/H.

TABLE 3

GRID SAMPLE OF THE LOW METALLICITY
GRID DESCRIBED IN § 3.2

Parameter Sampled values

(C/O)/(C/O)⊙ 0.26, 1.00

Zism 0.0001, 0.0002 0.0005, 0.001, 0.002, 0.004

0.006, 0.008, 0.010, 0.014, 0.01524, 0.017

0.02, 0.03, 0.04

Vs (km s−1) 100, 125, ..., 1000

n0 (cm−3) 1, 10, 102, 103, 104

B0 (µG) 10−4, 0.5, 1.0, 2.0, 3.23, 4.0, 5.0, 10

4.4. Grids of Truncated/Young Shock Models

The Allen et al. (2008) fast shock grid (§ 4.1) and
the low metallicity shock grid (§ 4.3) contain models
for which both the age of the shock was fixed prior
to the calculations, by assuming arbitrary predeter-
mined values. In certain cases, these parameters,
when treated as free quantities, turn out to influence
the line intensities in ways interesting to explore. In
this section, we will indicate how the database can
be used to explore the effect of the shock age on line
ratios.

The great majority of shock models found in
the database are complete models, that is, they
have been fully integrated until the shocked gas has
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Fig. 7. Example of an ionization and emissivity structure for different elements at different ionization stages behind a
200 km s−1 shock propagating into a preshock density of 10 cm−3 and a transverse magnetic field of 1 µG with solar
abundances. Top panel: Ionization fraction of H II, O III, Ne II and NeV. Middle panel: emissivity of Hα, [O III] 5007Å,
[Ne II] 12.8µm, and [NeV] 3426Å. Bottom panel: cumulative emissivity for the same ions as plotted in the middle panel.
The shock front is propagating towards the left. The color figure can be viewed online.

cooled and fully recombined. They correspond to
steady-state conditions; such shocks, with time, will
slow down as they progressively convert their super-
sonic kinetic energy into radiative cooling. Although
steady-state models can reproduce the conditions en-
countered in a wide variety of astrophysical objects,
they are not always the optimal perspective. This is
the case for instance for objects in which the shocks
are relatively recent and therefore possess an incom-
plete cooling structure. For this particular case, a
grid of incomplete cooling shock models, also known
as truncated models or young shocks, is needed.
Only a few calculations of young shocks can be found
in the literature. They were computed to match in-
dividual object such as the Cygnus Loop filaments
(Raymond et al. 1980; Contini & Shaviv 1982; Ray-
mond et al. 1988), or low-excitation Herbig-Haro ob-

jects (Binette et al. 1985). The lack of grids including
young/truncated shocks compelled us to add those
to our database and to provide a way of exploring
them.

Figure 8 illustrates the impact on the line ratios
of using incomplete shocks. It can be compared to
the similar Figure 6 of Kehrig et al. (2018). A very
common assumption is that when one observes high
values of [S II] or [N II] or [O II] lines when normal-
ized to an H line, this implies the presence of shocks
or, on the contrary, when these ratios turn out to be
small, one often concludes that shocks cannot be in-
volved in the gas excitation. Such generalized views
must be applied with greater care. For instance, at
low metallicities, we find that young shock models
can easily fall under the classical Kewley curve (see
Kewley et al. 2001).
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Fig. 8. Three classical BPT-type diagrams that compare complete with incomplete shock models (labeled “CUT”). All
models were evaluated using a transversal magnetic field of 1 µG. The panels depict line ratios from either the shocked
gas only or from both the shocked gas with the precursor emission. The color figure can be viewed online.

Truncated (or age-limited, or incomplete) shock
models can be identified in the database using the
cut keyword as a suffix at the end of the grid refer-
ence (ex: Allen08-cut, the only ones available for the
moment). Before using any such model, it is impor-
tant to be fully aware of what an incomplete or age-
limited shock represents, which implies becoming fa-
miliar with the behavior of the ionization, tempera-
ture and line emissivities downstream from the shock
front. To give an idea, Figure 7 shows how the evolu-
tion of these quantities is structured for a 200 km s−1

shock propagating into a gas with solar abundances
and a preshock density of 10 cm−3. As this figure
shows, the recombination occurs in stages, with the
higher ionization species recombining towards lower
values as time proceeds. The gas temperature shown
in the bottom panel declines markedly with time.
Both of these factors and the fact that the density

increases as the temperature drops10 mean that the
emissivity of any given line strongly varies with time
along the cooling history of the postshock gas. The
lower panel in Figure 7 shows how the cumulative
(time-integrated) flux emission progresses, up to the
desired final shock age. These time-integrated emis-
sion fluxes are actually stored in the database as a
function of time. As revealed by the bottom panel,
the line intensities are very sensitive to the time
elapsed since the passage of the shock front. It is
highly recommended to explore how such variations
of the line intensities come about, and from there
select the appropriate parameters to vary.

There are alternative parameters that can be
used to specify the degree of shock completeness.
The first is obviously the time elapsed (age) since the
shock front initiated. The age parameter is located
in the shock params table in column named time,

10The transverse magnetic field will provide pressure to the
gas as the temperature drops and if intense enough will sus-
pend the usual isobaric prescription.
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Fig. 9. Age and thickness of two shocks of different ve-
locities that propagate in a gas cloud of density of either
1 cm−3 (top panel) or 100 cm−3 gas (bottom panel), as-
suming in both cases solar abundances and B0 = 1 µG.

which is expressed in seconds. There is also the dis-
tance between the shock front and the final thickness
of the shocked gas (at the specified shock age). This
parameter is similarly located in the shock params
table in the column named distance, which is ex-
pressed in cm. Finally, there is the integrated col-
umn density of each ionic specie of the gas swept by
the shock front until the gas has cooled and recom-
bined (column named coldens), which is expressed
in cm−2. The total H column density can be found
with the following summation : NH = NHI +NHII .
Complementary evaluations of how a specific line
emissivity varies with age or depth requires knowing
the integrated column density of the ion involved,
which can be found in the ion col dens table.

Both the distance travelled by the shock wave or,
alternatively, its cumulative age can vary greatly de-
pending on the initial shock conditions, as shown in
Figure 9. An easy mistake a user can make is to de-
fine diagnostic diagrams such as those presented in
Figures reffig:BPTAllen and 6 and superpose them to
observations characterized by ages and/or sizes that
are inconsistent with those of the models. This can
be avoided by varying the preshock density until its
thickness fits the desired scale. In the case of a com-
plete shock model (without an external photoioniza-
tion source), the final thickness and the time spent
in cooling both scale as n−1

0 (as seen in Figure 9).

Another potential mistake would be to use too
high a preshock density, resulting in models where

the density infered from its [S II] (λ6716Å/λ6731Å)
doublet ratio (or its [O II] (λ3726Å/λ3729Å) dou-
blet ratio) would be much higher than the density
values derived from the observations. Consider, for
instance, that a postshock temperature of 105.3 K
without magnetic field will result in a [S II] doublet
ratio corresponding to a density as high as ≈ 100n0.
The reason is that the density increases isobarically
as the shock cools and, for the B = 0 case, the local
density across the whole shock structure grows as the
ratio Tpost/Te where Tpost and Te are the postshock
and the local electronic temperature, respectively.

5. FUTURE EVOLUTION OF THE DATABASE

New models will be added depending on the re-
search necessities of the authors of this paper or upon
request by anybody interested in models that have
not yet been included. As the web page is dynamic
and will instantly reflect the current status of the
database and of its model grids, any new references
or model inclusions will be easily noticed. The au-
thors of this paper will also do their best to update
the 3MdBs grid of models as soon as possible after
a new version of mappingsis available.

6. CONCLUDING REMARKS

In this paper, we presented an extension to the
Mexican Million models database (3MdB) (Morisset
et al. 2015), which comprises of the addition of shock
models to the database. Important information was
presented in this paper and the following is a list
that summarizes the main points:

1. All shock models in the database were computed
using the shock modelling code mappings v.

2. The database structure was explained in detail
and information about how to connect and in-
teract with the database was given. A website
was created in order to follow the evolution of
the database as new grids are added in the fu-
ture.

3. At the time of publication, 3 grids are avail-
able. (1) The grid of Allen et al. (2008) was re-
computed using mappings v. (2) We extended
the grids of Allen et al. (2008) to low metal-
licity using the abundances derived by Gutkin
et al. (2016). (3) Grids of truncated/young
shock models were computed.

The current work is dedicated to the memory of
Mike Dopita, the creator of mappings. The authors
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wish to thank Luc Binette for his very useful collab-
oration during this study and in the writing of this
paper. The current work was presented at the con-
ference AStarWasBorn celebrating the scientific
achievements of Mike Dopita in April 2018. The

3MdBs access tools have been developed by A.
Alarie while he was funded by a postdoctoral grant
from CONACyT. This work is supported by grants
DGAPA/PAPIIT-107215 and CONACyT-CB2015-
254132.
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APPENDIX

TABLE 4

FIELD LIST OF TABLE “SHOCK PARAMS”

Field name Description

ModelID Unique model identification number∗

ProjectID Unique project identification number∗

AbundID Abundance identification number (same as in abundances table)

FHI Ionization fraction of H0

FHII Ionization fraction of H+

FHeI Ionization fraction of He0

FHeII Ionization fraction of He+

FHeIII Ionization fraction of He++

shck vel Shock velocity ( km s−1)

preshck dens Preshock density ( cm−3)

preshck temp Preshock electronic temperature (K)

mag fld Transverse magnetic field (µG)

cut off temp Final electronic temperature in the last zone evaluated (K)

ref Name of the grid in which the model is belonging

script Main script used to evaluate a model∗

*Field used internally in the web application.

TABLE 5

FIELD LIST OF TABLE “MODEL DIRECTORY”

Field name Description

Created Date the model was added to the database

ModelID Unique model identification number

Parameters Model parameters associated with the grid (shock or photoionization∗)

ProjectID Unique project identification number

code version mappings version used

*To be implemented in the future.

TABLE 6

FIELD LIST OF TABLE “PROJECTS”

Field name Description

Created Date the grid was added to the database

ProjectID Unique project identification number

code version mappings version used

model count number of models for this project in the database

ref Name of the grid
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TABLE 7

FIELD LIST OF TABLE “ABUNDANCES”

Field name Description

name Abundances file name used during the evaluation

AbundID Abundance identification number

X Hydrogen mass fraction

Y Helium mass fraction

Z Metallicity mass fraction of all element heavier than helium

HELIUM Abundance of helium in log(He/H)

LITHIUM Abundance of lithium in log(Li/H)

BERYLLIUM Abundance of beryllium in log(Be/H)

BORON Abundance of boron in log(B/H)

CARBON Abundance of carbon in log(C/H)

NITROGEN Abundance of nitrogen in log(N/H)

ZINC Abundance of helium in log(Zn/H)

TABLE 8

FIELD LIST OF TABLE “ION FRAC”, “ION TEMP” AND “ION COL DENS”

Field name Ionization range∗

HYDROGEN (0 to 1)

HELIUM (0 to 2)

BERYLLIUM (0 to 4)

BORON (0 to 5)

CARBON (0 to 6)

NITROGEN (0 to 7)

OXYGEN (0 to 8)

FLUORINE (0 to 8)

NEON (0 to 8)

SODIUM (0 to 9)

MAGNESIUM (0 to 9)

ALUMINIUM (0 to 9)

SILICON (0 to 9)

PHOSPHORUS (0 to 9)

SULPHUR (0 to 9)

CHLORINE (0 to 9)

ARGON (0 to 9)

POTASSIUM (0 to 10)

CALCIUM (0 to 10)

SCANDIUM (0 to 12)

TITANIUM (0 to 12)

VANADIUM (0 to 13)

CHROMIUM (0 to 13)

MANGANESE (0 to 13)

IRON (0 to 13)

COBALT (0 to 13)

NICKEL (0 to 13)

COPPER (0 to 13)

ZINC (0 to 13)

*0=X0, 1=X+, 2=X++,. . .
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