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ABSTRACT

We present measurements of line core positions in UVES spectra of a sample
of K-type stars, using the technique of bisector tracing. In all but two of these stars
we detect an excess redshift of Ti I lines with respect to Fe I lines. We explain
this invoking the temperature-dependence of the line depths. We conclude that the
granulation curve is not unique but depends on the chemical species.

RESUMEN

Presentamos posiciones de ĺıneas espectrales en los espectros de una muestra
de estrellas tipo K obtenidos por el espectrógrafo UVES. Dichas posiciones fueron
medidas empleando la técnica del trazado de bisectrices. En todas estas estrellas,
exceptuando dos, encontramos un corrimiento de las ĺıneas de titanio con respecto
a las de hierro hacia longitudes de onda mayores. Explicamos esto en términos de
la termodependencia de las profundidades de las ĺıneas. Concluimos que la curva
de granulación no es única, sino depende del elemento qúımico.

Key Words: convection — stars: general — Sun: granulation — techniques: spec-
troscopic

1. INTRODUCTION

Precise determination of stellar radial velocities
is always affected by the superposition of convec-
tive blue- and redshifts in the upper stellar photo-
sphere. Several authors (Dravins et al. 1981; Dravins
1990; Gray 2009) have addressed this issue, suggest-
ing a method which, in principle, makes it possible
to separate the contributions from convective veloc-
ities and the overall motion of the star. The key
parameter is line depth: shallow or weak absorption
lines originate in deeper layers where convective up-
welling is fast, being more blueshifted than stronger
lines which come from near the surface, where buoy-
ancy disappears and gravity decelerates the convec-
tion.The result is a diagonal distribution of the line
cores, which for the sun is quite narrow (Gray & Oos-
tra 2018) with a velocity scatter between 50 and 100
m/s. If the granulation diagram of a star features
a similar narrow diagonal, the standard solar curve,
or a theoretical model curve (Ramı́rez et al. 2010),
may be superposed on it, giving a trustworthy value
for the stellar velocity and, as a bonus, an estimate
of the strength of convection currents in the star.

Typically, such diagrams have a velocity scat-
ter of about 200 m/s (Allende Prieto et al. 2002;

Ramı́rez et al. 2010) which is shown by these au-
thors to be of the same order of magnitude as the
calibration plus reduction errors.

In cool giants, however, this explanation may not
be sufficient, as can be seen, for example, in Gray &
Pugh (2012). Sometimes the granulation diagrams
show a broad distribution of line cores, with no con-
sistent shape or slope (like the star HD34055 in Fig-
ure 6).

Besides measurement errors, several causes have
been hinted at, correlating with line strength, ex-
citation potential and wavelength region (Dravins
et al. 1981). Here we explore another reason: ob-
served wavelength shift may depend on the chemical
species. This effect can be seen in Gray & Pugh
(2012). We show that, in some stars, Ti I lines are
systematically redshifted with respect to Fe I lines,
and discuss the probable reason.

2. DATA

2.1. Data Sources

We use spectra acquired with the UVES spectro-
graph (Dekker et al. 2000) and published under the
Paranal Observatory Project POP (Bagnulo et al.
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Fig. 1. Shown are all K stars (dots) and M stars (crosses)
included in the POP survey. The stars used in the
present work are circled. We classify the K stars ac-
cording to their location. Blue: main sequence. Green:
subgiants. Yellow: red clump. Red: red giant branch.
The color figure can be viewed online.

2003); this library offers a large sample of stellar
spectra, distributed over a major part of the HR di-
agram, each covering the visible and near infrared
at a resolution of 8 × 104 and a sampling frequency
of 49 data points per Å in our chosen wavelength
range from 7400 Å to 7500 Å. For comparison with
higher resolution data, we also use the Hinkle & Wal-
lace spectral atlas of Arcturus (Hinkle et al. 2000),
which features a resolution of 150000 and a sampling
rate of 112 pixels per Å.

For line identification and rest wavelengths we
use the VALD-3 database (Ryabchikova et al. 2015)
from which we also extracted synthetic line depths
for several stellar recipes.

2.2. Selection of Stars

The stars were selected from the Paranal Obser-
vatory Project (POP) database seeking to cover uni-
formly several photometric groups. As this source
offers only the observed V magnitude, we checked
SIMBAD (Wenger, M. et al. 2000) for parallax and
multiband magnitudes, to locate the stars on the
HR diagram (Figure 1). Three parallaxes reported
in SIMBAD are from the revised Hipparcos data
(Van Leeuwen 2007); the other ten are from Gaia
EDR3 (Vallenari et al. 2021). We divided our sam-
ple into several groups according to the location on
the HR diagram without any allusion to evolutionary
status; in particular, the stars labeled “Red Clump”
are not necessarily helium-burning stars.

We chose four main sequence dwarfs, two sub-
giants, three red clump giants, and four stars on
the red giant branch, three of which are classified as

TABLE 1

LIST OF STUDIED LINES. THE “THERMO”
NUMBERING IS EXPLAINED IN § 5

Species λ air (VALD) χ (eV) log gf Thermo

Fe I 7401,6849 4,1864 -1,599

Fe I 7411,1544 4,2833 -0,299

Fe I 7418,6674 4,1426 -1,376

Fe I 7440,911 4,913 -0,573

Fe I 7443,0224 4,1864 -1,82

Fe I 7445,7508 4,2562 -0,102

Fe I 7461,5206 2,5592 -3,58

Fe I 7473,5539 4,607 -1,87

Fe I 7476,3747 4,7955 -1,68

Fe I 7491,6468 4,3013 -0,9

Fe I 7495,0674 4,2204 0,052

Ti I 7424,5858 0,8259 -3,48 6

Ti I 7432,6704 1,4601 -2,87 9

Ti I 7440,5765 2,2556 -0,86 1

Ti I 7456,5841 0,8181 -3,46 5

Ti I 7469,938 0,836 -3,26 4

Ti I 7471,2131 0,8129 -3,76 8

Ti I 7474,8944 1,7489 -2,18 7

Ti I 7489,578 2,2492 -0,91 2

Ti I 7496,102 2,2363 -1,06 3

spectral class K and one as type M. For the RGB star
Arcturus we use both the UVES and Hinkle spectra,
to assess the effect of spectral resolution.

2.3. Choice of Line Sample

We chose our wavelength range to avoid TiO and
telluric bands. In the present study we pursue the
relation between iron and titanium lines, so we ex-
clude other elements. Only on the diagrams we left
the core positions of two Cr lines, which are the deep-
est lines in this range and provide a visual reference.

Our 9 Ti lines were taken from the VALD
database and selected for absence of blends. For
Fe we chose the 16 Fe lines marked by Nave et al.
(1994) as A-quality, but took the wavelength data
from VALD for consistency. Five of these had to be
discarded due to blends, leaving us with 11 Fe lines
(Table 1).

3. TECHNIQUES

We flux-normalize the spectra with a third-grade
polynomial. For the positions of the line cores we
draw bisectors, which, additionally, give information
on the line formation in deeper layers of the photo-
sphere, and also serve as a quality test of the line,
signaling eventual blends (Gray 2009).
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3.1. Bisector Extraction

The most straightforward way of drawing bisec-
tors is to interpolate between the data points, us-
ing linear segments or some type of spline, and to
compute the bisector of this interpolated curve. Ap-
plying this method, the bisectors we obtain from
the Arcturus-Hinkle spectrum are quite wavy (Fig-
ure 2a) and much more so in the Arcturus-UVES
spectrum (Figure 2b); this renders the core posi-
tions ambiguous. We attribute this to the resolution
and/or sampling: UVES resolution is 8× 104, while
3×105 is recommended for line asymmetry analysis,
and 1× 105 is considered a minimum (Dravins 1990;
Landstreet 2017).

However, line asymmetry is measurable in UVES
spectra (Dravins 2008) so we still use bisector trac-
ing, but with a different technique. We fit a sixth-
grade polynomial to each line profile, including as
many data points as possible without impairing the
quality of the fit (typically some 15 points), and draw
the bisector from this polynomial. This method gives
smooth bisectors (Figure 2c), which allow unequivo-
cal positioning of the cores.

The number of data points to be included must
be optimized for every line (Figure 3b); the corre-
lation coefficient R2 has a (slight) local maximum.
If many more points are included, the polynomial is
clearly incapable of modelling the line profile (Fig-
ure 3a); and if many fewer points are used, the point-
to-point noise becomes noticeable (Figure 3c). Of
course, when including n+1 data for a grade-n poly-
nomial, the fit is “perfect” but does not filter out
the random flux errors, and noise deformations are
evident.

To estimate the uncertainty of the measured ve-
locities, we varied the order of the polynomial and
the number of data points included in the fit. Ad-
ditionally, we compared for our 22 lines the veloci-
ties obtained from Arcturus-UVES with those from
Arcturus-Hinkle. The differences have a standard
deviation of 120 m/s. But this scatter is not ran-
dom; it is the sum of a random error and a system-
atic error due to the difference in resolution of the
two instruments. Plotting the difference in velocity
against the slope of the bisectors, we find that the
former has a spread of 65 m/s and the latter, span-
ning about 100 m/s, may be modeled and corrected.

3.2. Quantification of the Observed Redshift

To quantify the differential redshift of the Ti
lines, we define the Mean Differential Redshift
(MDR) for each star as the average velocity of the
Ti lines minus the average of the Fe lines, divided by
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Fig. 2. (a) Bisectors from Arcturus-Hinkle in the range
7400 Å - 7500 Å, using the usual method of interpo-
lating cubic splines between data points. Blue = iron,
green = titanium, red = chromium. (b) Bisectors from
Arcturus-UVES, with the same details as in Figure 2a.
(c) Bisectors from Arcturus-UVES, with the method of
adjusting a single polynomial to each spectral line. The
color figure can be viewed online.

the standard deviation of the Ti velocities:

MDR =
〈VTi〉 − 〈VFe〉

σ 〈VTi〉
. (1)
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Fig. 3. (a) Profile of the 7489 Å Ti line in the UVES
spectrum of HD209100, including 18 data points. The
horizontal axis shows a relative wavelength scale in Å,
and the dotted line is a 6th grade polynomial. The fit
is inadequate because the number of points is too large.
(b) The same as Figure 3a but including only 12 data
points; this is the optimal number in this case. (c) The
same as before but including only 7 data points; the fit
is exact but the deformations are evident.

The reason for the “normalization” is that, when the
Ti lines are more disperse, any shift of their average
position is less significant statistically. For the mean
velocities we use the simple average.

We compute the uncertainty of the MDR as the
combination of the random uncertainties for the in-
dividual lines, which amount to 65 m/s. For NFe

iron lines and NTi titanium lines, we get

∆MDR =

√
1

NFe
+

1

NTi

65 m/s

σ(VTi)
. (2)

Our line sample includes 9 Ti lines and 11 Fe lines;
however, for computing MDR we exclude two high-
redshift Ti lines (7432 Å and 7471 Å) which are il-
legible in some stars and blended in others; omitting
them in all stars allows a more balanced comparison.
Basically, then, NFe = 11 and NTI = 7; but these
values may vary in some stars due to illegible lines.
On the plots (Figures 4 to 7), all legible Ti lines are
included, joined by line segments in a specific order
as explained in § 5.

4. RESULTS

Due to our definition of MDR, the values may
give the impression that the effect is smaller than it
really is, for two reasons: We eliminated the two Ti
lines with the largest redshift, thus reducing 〈VTi〉;
and the deepest Fe lines are redshifted by granu-
lation (particularly in Arcturus-Hinkle), increasing
〈VFe〉. For this reason, we show all the granulation
diagrams.

4.1. Main Sequence

The clearest example of Ti redshift is the K5
dwarf HD 156026. From there, climbing the main se-
quence, the effect weakens gradually. The line with
the largest shift in HD 209100 is at 7471 Å; this is
due to a blend in some stars; it is excluded from
the MDR computation in all stars. The granulation
diagrams are shown in Figure 4. All results are sum-
marized in Table 2.

4.2. Red Giant Branch

The three K-type RGB stars are HD124897 (Arc-
turus), HD138688, and HD198357; for Arcturus we
have two redshift data. The granulation diagrams
are shown in Figure 5.

Our only M-type RGB star is HD 34055; its gran-
ulation diagram is presented in Figure 6. Here we
clearly see the change of spectral class: Ti lines are
deeper than Fe lines.

4.3. Red Clump and Subgiants

Finally, Figure 7 shows the granulation diagrams
of our three red clump stars and two subgiants.
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Fig. 4. Granulation diagrams of four MS stars. Ti lines are plotted in yellow, Fe lines in blue, and Cr lines in red. The
excess redshift of titanium is evident, as is its gradual decrease. All our granulation diagrams cover a velocity range of
2 km/s. The large dispersion of Ti lines in HD 100623 may be caused by measurement errors due to their small depth.
The color figure can be viewed online.
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Fig. 5. Granulation diagrams for four RGB stars, including two from Arcturus. The smaller dispersion of the Fe lines in
the Hinkle spectrum might be attributed to its higher resolution; but it is similar to the Fe distributions in the UVES
spectra of the dwarf stars. The color figure can be viewed online.
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Fig. 6. Granulation diagram of an RGB type M star. The color figure can be viewed online.
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Fig. 7. Granulation diagrams for three red clump stars and two subgiants. There are less Ti lines than in previous
examples; several lines are too small to be measured. The color figure can be viewed online.
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Fig. 8. Color dependence of Ti redshift. The colors in-
dicate the groups as in Figure 1. Blue: main sequence;
green: subgiants; yellow: red clump; and red: red giant
branch. The color figure can be viewed online.

TABLE 2

MEASURED REDSHIFT OF TI LINES*

HD Spectrum B−V MV MDR ∆MDR

Dwarfs

100623 K0 V 0,81 6,081 -0,146 0,052

10361 K2 V 0,89 6,231 0,483 0,104

209100 K5 V 1,06 6,885 0,608 0,267

156026 K5 V 1,16 7,467 1,329 0,306

SG
23249 K0 IV 0,92 3,759 0,220 0,065

138716 K1 IV 1,01 2,313 0,081 0,067

RC

99322 K0 III 0,99 0,693 0,152 0,056

110458 K0 III 1,10 0,826 -0,016 0,054

140573 K2 IIIb 1,17 0,852 0,074 0,082

RGB

124897-H K1,5 III 1,23 -0,307 0,068 0,269

124897-U K1,5 III 1,23 -0,307 0,162 0,141

138688 K2/4 III 1,30 -0,556 0,221 0,152

198357 K3 III 1,39 -0,608 0,166 0,130

34055 M4 III 1,44 -0,663 0,283 0,082

*Two MDR values are reported for HD 124897 (Arc-
turus): The first is from the Hinkle spectrum, the second
from UVES.

4.4. Color Dependence

It would be natural to inquire how MDR depends
on basic stellar parameters such as color index or
absolute magnitude. Within each class, the varia-
tion of absolute magnitude is rather small; therefore
we show the relation between observed redshift and
color (Figure 8).

5. DISCUSSION

In search of an explanation for the differen-
tial redshift, we studied the temperature-dependence
of these spectral lines, extracting synthetic spectra
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Fig. 9. VALD Line depth versus stellar temperature for
Fe (blue), Cr (red) and Ti lines (yellow). The color figure
can be viewed online.

from VALD for eleven stellar temperatures between
3500 K and 6000 K and plotting these theoretical
depths (Figure 9).

It is evident that Ti lines weaken towards hotter
stars much faster than Fe lines. This is due to ion-
ization of Ti in hotter stars. We suggest that this
thermosensitivity is also responsible for the redshift
of Ti lines as compared to Fe lines. As a further
evidence for the relation between these two phenom-
ena, we discriminate between the Ti lines: the lines
which disappear faster as the effective temperature
increases, i.e. the most thermosensitive lines, are
also the lines with a greater differential redshift. To
make this more apparent we number the Ti lines in
Figure 9 from top left to bottom right, roughly be-
tween 4000 K and 4500 K. These numbers are given
in Table 1 in the column labeled “Thermo”. In all
the granulation diagrams we linked the Ti points by
line segments in this order. Lines 1, 2 and 3 are the
strongest or deepest; in most diagrams, these lower
numbers cluster toward the left while higher numbers
are more to the right. In other words, the differen-
tial redshift of individual Ti lines correlates roughly
with the thermodependence shown in Figure 9.

We propose an explanation of the differential red-
shift based on granulation. On the star’s photo-
sphere are bright spots of hot, rising gas separated
by darker lanes of cool, sinking material. The most
thermosensitive lines, which disappear faster as stel-
lar effective temperature increases, originate mainly
in the cool intergranular lanes, rather than in the
hot granules where line formation is impaired by Ti
ionization. The latter regions are blueshifted by up-
welling convection currents, while the former are red-
shifted as the cool material sinks back into the star.
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This phenomenon affects Ti lines more than Fe lines,
and some Ti lines more than others.

We conclude that the differential redshift is ba-
sically a sign of granulation. Three spectroscopic
signatures of stellar granulation have been published
earlier (Gray 2009): overall line broadening, line pro-
file asymmetry (bisector shape), and a core blueshift
which correlates inversely with line depth. The dif-
ferential redshift of the Ti lines is another such sig-
nature.

We are aware that our sample is very small and
cannot allow general conclusions.

The spectral region of 7400 Å - 7500 Å which we
chose mainly to avoid TiO bands, turned out to in-
clude a CN band which is prominent in several of our
stars. The Ti lines 7432 Å and 7471 Å are notably
affected in some stars. We checked if the differential
redshift is not an artifact of CN blends. On the con-
trary, we found a strong inverse correlation between
the CN strength and Ti redshift. We conclude that
the CN band partially masks the differential Ti red-
shift.

The differential redshift of a certain chemical
species will broaden some granulation diagrams. A
detailed characterization of this effect may help to re-
duce uncertainties in granulation studies and radial
velocity measurements. Another possible strategy is
to use only Fe lines.

The greater redshift of the weaker Ti lines con-
stitutes the upper part of the “C” shape of the gran-
ulation diagram for cool stars. The same effect is
expected for iron lines, but for shallower lines, or
deeper layers in the photosphere. This means that
the granulation diagram is not a unique curve, but
rather one curve is needed for each element.

Considering this, it is to be expected that the
differential redshift disappears at the granulation
boundary (Gray & Nagel 1989), at the blue side of
which the granulation plots resemble the symbol “

C

”
or inverse “C”. The effect is expected to increase
from the boundary toward cooler stars, particularly
giants where intergranular lanes occupy a relatively
larger area.

Benjamin Oostra and Paula Catalina Vargas Muñoz: Departamento de F́ısica, Universidad de los Andes,
Carrera 1 # 18 A-12 Bogotá, Colombia (boostra@uniandes.edu.co).
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POPULATIONS WITH THE WASHINGTON FILTER SYSTEM

Heinz Frelijj1, Douglas Geisler1,2,3, Sandro Villanova1, and Cesar Munoz3,2,1

Received January 7 2022; accepted March 18 2022

ABSTRACT

In this research we test the ability of a three Washington filter combination,
(C − T1) − (T1 − T2), compared with that of the traditional C − T1 color to find
multiple populations on two globular clusters: NGC 7099 and NGC 1851, types I
and II Globular clusters, respectively. Our improved photometry and membership
selection, now using Gaia proper motions, finds that second population stars are
more centrally concentrated than first population stars, as expected and contrary
to our previous findings for NGC 7099. We find that multiple populations are more
easily detected in both clusters using the new (C − T1)− (T1 − T2) color, although
C − T1 conserves the best width/error ratio. We also search for differences of both
colors while splitting the red-RGB and the blue-RGB in NGC 1851, but find no
significant improvement.

RESUMEN

En este trabajo comparamos la capacidad de una combinación de tres filtros
Washington (C −T1)− (T1−T2) con la del color tradicional C −T1 para encontrar
poblaciones múltiples en dos cúmulos globulares, NGC 7099 y NGC 1851, de tipo I y
II respectivamente. Con nuestra fotometŕıa mejorada y con la selección de miembros
mediante movimientos propios de Gaia encontramos que las estrellas de segunda
población están más concentradas al centro que las de primera población, como
se espera, pero en contradicción con nuestros resultados previos para NGC 7099.
Encontramos que en ambos cúmulos es más fácil detectar poblaciones múltiples
usando el color (C −T1)− (T1−T2), pero que C −T1 conserva la mejor proporción
anchura/error. Buscamos también diferencias en ambos colores al separar la RGB
roja de la RGB azul en NGC 1851, sin encontrar una mejora significativa.

Key Words: globular clusters: individual: NGC 7099 — globular clusters: indi-
vidual: NGC 1851 — Hertzsprung−Russell and colour−magnitude
diagrams — stars: imaging — techniques: photometric

1. INTRODUCTION

Multiple Populations (MPs) are now recognized
as an essential characteristic of almost all globu-
lar clusters (GCs). Historically, Cannon & Sto-
bie (1973) almost 50 years ago found an exception-
ally large scatter in the red giant branch(RGB) of
Omega Cen. Thirty years later Bedin et al. (2004)

1Departamento de Astronomı́a, Casilla 160-C, Universidad
de Concepción, Concepción, Chile.

2Instituto de Investigación Multidisciplinario en Ciencia y
Tecnoloǵıa, Universidad de La Serena. Avenida Raúl Bitran
S/N, La Serena, Chile.

3Departamento de Astronomı́a, Facultad de Ciencias, Uni-
versidad de La Serena. Av. Juan Cisternas 1200, La Serena,
Chile.

found two primary sequences not only in the color
of the RGB of Omega Cen, but also in the sub gi-
ant branch (SGB) and main sequence(MS), giving
the first detailed photometric glimpse of what would
become known as MPs. But it was not until Car-
retta et al. (2009) realized a heroic high resolution
spectroscopic study of thousands of stars in a total
of 19 GCs, finding chemical inhomogeneities in all
of them, that MPs began to be considered as an in-
trinsic characteristic of GCs. Subsequently, Carretta
et al. (2010) in fact suggested a new definition of a
GC: stellar systems showing anti-correlations among
the abundances of light-elements, whose main and
most widespread example is the Na-O anticorrela-
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tion. This major study would be complemented 6
years later with that of Piotto et al. (2015), who con-
ducted the HST GC UV Legacy survey using an im-
proved photometric method employing the UV/blue
WFC3/UVIS filters F275W, F336W, and F438W,
best known as the “magic trio”, to characterize MPs
in 57 GCs, showing that they all possess MPs and
proving that photometry with appropriate filters is
an excellent method to detect MPs. The advantages
of photometry over spectroscopy, of course, are the
ability to investigate MPs in a much larger sample
in a given GC with a much smaller telescope than
typically possible with high resolution spectra. Two
years later, Milone et al. (2017) divided these 57 GCs
into type I(GCs whose stars separate in two distinct
groups, identified as first(1P) and second(2P) pop-
ulations) and type II clusters (those GCs where the
1P and/or the 2P sequences appear to be split and
include an additional group of redder stars in the
chromosome map. Type II GCs also exhibit multi-
ple SGBs in purely optical CMDs).

The most important conclusion is that virtually
all the GC show MPs. But some clusters seemed to
be the exception: IC4499 (Walker et al. 2011), E3
(Salinas, & Strader 2015), Terzan 7 (Tautvaǐsienė et
al. 2004) and especially Ruprecht 106 (Villanova et
al. 2013; Frelijj et al. 2021) are the best examples
(altough certain HST studies put in doubt some of
them (Dotter et al. 2018; Dalessandro et al. 2018).
Thus, every cluster has to be carefully studied to de-
termine whether it has MPs or not, and to study its
characteristics, as the UV Legacy survey has demon-
strated that every GC is unique in its MP behavior.

Various scenarios for the origin of MPs have been
proposed: asymptotic giant branch scenarios like
D’Ercole et al. (2008), fast rotating massive stars
scenarios like Decressin et al. (2007) and even a sce-
nario that did not invoke multiple epochs of star-
formation (Bastian et al. 2013). But currently none
of them satisfies all the observational evidence (Ren-
zini et al. 2015; Bastian & Lardo 2018), although
newer models, like Elmegreen (2017); Gieles et al.
(2018) and Parmentier & Pasquali (2022) are get-
ting closer.

The studies mentioned above have proven pho-
tometry to be a very good way to search for MPs,
because, while it cannot provide the detailed abun-
dances of spectroscopy, it allows the measurement
of a much larger sample of stars simultaneously and
to much fainter absolute magnitudes. Sbordone et
al. (2011) produced synthetic spectra of two other-
wise identical GC giants, one being a 1P star with
normal chemical abundances of the light elements

and the other being a 2P star with enhanced He, N
and Na and depleted C and O, as observed in many
spectroscopic studies. The study shows that signifi-
cant differences in flux between the two spectra exist
and are related to the various CN, CH, NH and OH
bands, particularly in the UB/blue part of the spec-
trum.

Some photometric bands, concentrated in the
blue-uv portion of the spectrum, are specially sensi-
tive to these bands. The best known are the already
mentioned “magic trio” of filters used in Piotto et
al. (2015), consisting of three HST UVIS/WFC3 fil-
ters: F275W, F336W and F438W. The combination
of these sensitive filters led to colors maximizing the
separation of the different populations of stars. Ac-
tually, most blue/UV filters are capable of uncover-
ing MPs. However, although most such filters, such
as UJohnson−Cousins and u′SDSS , detect MPs quite
well, they require long exposure times due to their
relatively narrow band and/or low efficiency.

The Washington filter system was designed by
Canterna (1976) originally to derive a photometric
temperature (from the T1 and T2 filters, very simi-
lar to (RI)KC), as well as a metallicity index (from
the M filter) for G and K giants. However, at the
time, CN and CH variations were being discovered in
GCs and it was felt prudent to include another filter
that would be sensitive to such variations indepen-
dent from metallicity effects, and thus the C (“Car-
bon”) filter was added. The Washington C filter is a
blue-UV filter, with λeff =3982Å and ∆λ =1070Å
(Bessell 2005). This broadband allows it to encom-
pass 3 CN-Bands and one NH-Band, as well as the
CH band. Because of its efficiency, it should be sen-
sitive to MPs in considerably less exposure time than
other, more narrow-band, filters. These 2 character-
istics make the Washington C filter a good option for
detection of MPs. Indeed, the HST WFC3/UVIS in-
strument includes a C-like filter: F390W.

Initial efforts investigating the possibility of un-
covering MPs from the ground with the Washington
system used the C−T1 color, obtaining good results
(Cummings et al. 2014; Frelijj et al. 2017). These re-
sults, although not as accurate as HST data, present
an attractive alternative, based on small ground-
based telescopes. Our aim here is to investigate if
there might be an even better Washington color for
detecting MPs, involving the addition of the T2 filter,
which maintains some MP sensitivity (see Figure 2).

This paper is organized as follows:

In § 2 we present the data used, how they were
obtained and reduced.
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TABLE 1

NGC 1851 & NGC 7099: IMAGES

NGC 7099

Swope SOAR

C 1(30s) 2(300s) 4(1200s) 4(10s) 2(300s)

R 1(10s) 1(100s) 3(400s) - -

I 1(10s) 1(300s) 3(1200s) - -

NGC 1851

Swope SOAR

C 1(30s) 1(300s) 7(1200s) 2(10s) 2(300s)

R 1(10s) 1(100s) 3(400s) - -

I 1(10s) 1(300s) 3(1200s) - -

§ 3 describes the results using the the new
method and compares these with results from the
initial technique. We also analyze the results. § 4
contains a summary of the paper.

2. DATA

2.1. Observations

The data consist of 46 images, 23 of NGC 7099
and 23 of NGC 1851. They were obtained from 2
telescopes, the 1-meter Swope telescope from Las
Campanas Observatory, Chile; and the 4m SOAR
telescope on Cerro Pachon, Chile. The filters se-
lected for this work were the Washington C filter
(Canterna 1976), and the filters RKC and IKC in re-
placement of the Washington filters T1 and T2 since
Geisler (1996) demonstrated that the RKC filter is a
more efficient substitute for T1 and the T2 filter is al-
most identical to IKC (Canterna 1976; Geisler 1996).
For NGC 7099 we used the same images from Frelijj
et al. (2017, hereafter F17), only dropping 1 medium
and 2 long C exposures from the Swope Telescope in
order to decrease the average seeing. The air masses
vary between 1.0-1.4 while the FWHM is 0.9”-1.7”
for the Swope images and 0.39”-0.54” for SOAR im-
ages. For NGC 1851 we took the images used in
Cummings et al. (2014, hereafter C14) but discarded
3 long, poor-seeing C exposures from the Swope tele-
scope, added 1 short exposure from Swope for C, R
& I, and added 2 short and 2 long exposures from
SOAR in C. The air masses vary between 1.0-1.5
while the FWHM is 0.9”-1.58” for the Swope images
and 0.49”-0.52” for the SOAR images. All nights
appeared photometric visually.

Table 1 gives the details of the exposures.
The Swope images were observed with a CCD

(SiTe3) of 2048 × 3150 pixels at 0.435”/pix and a

field of view of 14.9 x 22.8 arc minutes. The SOAR
detector (SOI) consists of a total of 4096×4096 pix-
els at 0.1534”/pix (0.0767”/pix binned 2x2) and a
field of view of 5.26× 5.26 arc minutes, divided into
two CCDs with two amplifiers each, resulting in 4
columns of 1024× 4096 pixels.

2.2. Processing and Reduction

IRAF 4 and its standard tasks were used to pro-
cess all the photometric data. A linearity correction
(Hamuy et al. 2006) was applied to all the Swope
(SiTe3) images in order to increase the range of
unsaturated stars. DAOPHOT (Stetson 1987) and
its suite of tasks were used to perform the pho-
tometry in both clusters since it was specially de-
veloped to work on crowded fields. A first PSF
was determined in each single image by taking the
≈200 brightest unsaturated and more isolated stars.
These stars were refined subtracting all their de-
tected neighbours to determine a second and more
precise PSF that was refined a third time by eye, thus
removing all PSF-stars with bad subtracted neigh-
bours. This refined PSF determined in each image
was applied to carry out a PSF photometry three
successive times through the tasks FIND, PHOT
and ALLSTAR. Due to the large pixel scale of the
SiTe3 detector (0.435”/pix), we decided to repeat
the technique used in C14, setting in DAOPHOT
and ALLFRAME a fitting radius 0.4px smaller than
the FWHM measured, for all the Swope images with
a FWHM smaller than 3 px in order to avoid pho-
tometric errors due to “square stars”. We exper-
imented with different ALLFRAME (Stetson 1994)
methods based on the procedures from C14 and F17,
and found that the best photometry is obtained in
the following way:

First, applying the cuts used in C14, that con-
sists in removing all the stars with errors larger than
0.15, chi-squared greater than 2.5, absolute sharp-
ness value greater than 1 (1.5 for C filter) and mag-
nitudes above the point (determined for each image
by looking in the plot magnitude vs error) where the
stars begin to be affected by the nonlinearity of the
detector.

Second, using DAOMATCH and DAOMASTER
to match all the images to create a single starlist
that will be given to ALLFRAME to perform
PSF-photometry in all the images simultaneously.

4IRAF is distributed by the National Optical Astronomy
Observatory, which is operated by the Association of Univer-
sities for Research in Astronomy (AURA) under a cooperative
agreement with the National Science Foundation.
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TABLE 2

NGC 1851 & NGC 7099: CATALOG EXAMPLE

ID RA(J2000) DEC(J2000) X Y Rad C eC dC mC nC

324 78.684240068 -40.042003974 161.219 1827.654 999.03 20.3654 0.0082 0.0033 0.0082 3

334 78.683674458 -40.043001613 164.868 1835.867 995.23 20.7216 0.0101 0.0016 0.0101 3

347 78.683039621 -40.047603550 169.203 1873.867 991.08 20.8262 0.0113 0.0010 0.0113 3

aThe columns are: ID, RA and DEC coordinates (in degrees), X and Y coordinates (in px), radial distance of the star
to the centre (in px), magnitude, PSF-fitting error (internal error), dispersion (external error), higher value between
internal and external error, and the number of frames where the star was detected. (All of this for C, T1 and T2 but
due to the lack of space this table shows only C).

Third, using DAOMATCH and DAOMASTER
to match the catalogs given by ALLFRAME, first
combining the images with the same time exposure
and filter, and then all the resulting catalogs of each
filter to get a robust intensity-weighted mean instru-
mental magnitude, using the medium exposure as
a reference image since it maximizes the number of
stars in common with both short and long exposures,
facilitating the match.

Finally, use DAOMATCH and DAOMASTER
again to generate a full catalog with all the stars
found in at least 2 of the 3 filters. The R filter was
used as reference filter since its wavelength response
lies between the C and I filters, and because it pro-
duces the deepest images.

Aperture corrections were determined taking the
brightest and unsaturated stars from the entire field
comparing their PSF photometry to their aperture
photometry. No spatial dependence was found in
any filter for both clusters.

The instrumental magnitudes of NGC 7099 were
transformed to the standard Washington system
using the standard coefficients obtained in F17.
The RMS for each filter is 0.038(C), 0.022(R) and
0.027(I). However, for NGC 1851, the standard co-
efficients from C14 caused an offset of ≈ 0.15 to the
red in the RGB with respect to the CMD from C14,
probably due to the addition of the new images, so
we decided to calibrate calculating the difference be-
tween our instrumental magnitudes and the standard
magnitudes of the CMD from C14 for each star using
the following formulae:

C = (c− r) ∗m1 + n1 + c,

T1 = (c− r) ∗m2 + n2 + r,

T2 = (r − i) ∗m3 + n3 + i,

where C, T1 and T2 are our calibrated magnitudes,
m is the slope, n is the y-intercept of the line and c,
r and i our instrumental magnitudes. The resulting

calibrated magnitudes are very similar to those from
C14.

According to Bonatto, Campos, & Kepler (2013)
NGC 1851 has a mean differential reddening of
〈δE(B − V )〉 = 0.025± 0.01, while NGC 7099 has a
mean differential reddening of 〈δE(B−V )〉 = 0.03±
0.01. Taking into account the relation from Geisler,
Claria, & Minniti (1991) E(C−T1) = 1.966(B−V )
we obtain a reddening of E(C−T1)=0.049 for NGC
1851 and 0.059 for NGC 70995. We consider these
numbers small enough to be negligible, so redden-
ing corrections are not needed. In particular, in this
work we are only interested in differential effects be-
tween possible different MPs and not absolute ef-
fects.

Finally, a World Coordinate System (WCS) was
calculated in both NGC 1851 and NGC 7099 cata-
logues using 12 stars well distributed along the field
to transform the x/y coordinates to RA/Dec(J2000)
using the xy2sky task from WCSTools.

2.3. Final Sample Selection

As mentioned in previous works, DAOMASTER
gives two types of errors: the combined photometric
measurement error output by ALLFRAME(internal
error) and the σ based directly on the observational
scatter across multiple images(external error). We
already proved in F17 through an ADDSTAR ex-
periment that external errors are better estimates of
the real photometric error than internal errors, but
for each star we take the largest of these two errors
to avoid the fact that some stars detected in one sin-
gle frame have error “0”. These final errors appear
in Table 2 as mC (We use C as an example for T1
and T2 too). We removed all the stars with errors
greater than 0.1 in each filter, and colors were cre-
ated from the remaining stars. The errors in colors

5Bonatto, Campos, & Kepler (2013) say that differential
reddening values lower than 0.04 may be related to zero-point
variations.
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Fig. 1. Definitive CMDs in C − T1 vs C. Top left: NGC 1851 using only member stars according to PMs provided
by GAIA. Bottom left: NGC 1851 using member stars according to PMs provided by GAIA plus stars with no PMs
detected. Top right: NGC 7099 using only member stars according to PMs provided by GAIA. Bottom right: NGC 7099
using member stars according to PMs provided by GAIA plus stars with no PMs detected. The color figure can be
viewed online.

are the square root of the quadratic sum of the final
errors from each input magnitude. Radial cuts were
applied to both clusters following the previous stud-
ies from C14 and F17. For NGC 7099 we removed all
the stars from the center up to 80 px(34.8”) radius
while for NGC 1851 we cut up to 50 px(21.75”) due
to crowding and we left for both clusters a ring with
an outer radius of 1000 px(7.25’).

Proper motions (PM) provided by the Gaia DR2
mission (Gaia Collaboration et al. 2016, 2018) al-
lowed to select (in a PM-RA vs PM-DEC plot) all
the stars with PM similar to our cluster reproduc-
ing by hand the selection shown in the Baumgardt
Globular Cluster database (3rd version) 6 removing
non-member stars and cleaning the CMD. From now
on we work with two kinds of catalog in each clus-

6https://people.smp.uq.edu.au/HolgerBaumgardt/

globular/.

ter, one catalog containing only member stars to ease
the detection of different sequences or broadening in
the clusters (Figures 1, Top), and a second catalog
containing the same member stars plus all the stars
that do not have a PM, aiming to have a deeper main
sequence (Figures 1, Bottom).

Both catalogs show improvements with respect
to their original papers: NGC 1851 is ≈1.5 mag
deeper in C, and we can see better the double sub-
giant branch (SGB) mentioned in C14 and Han et
al. (2009), and that Milone et al. (2017) classified
as a characteristic of type II GCs. For NGC 7099,
since we discarded some bad seeing images, we have
a CMD ≈1 mag deeper in C and T2 and a narrower
SGB.
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Fig. 2. Comparison of the synthetic spectra from 1P(black) and 2P(red) stars. Illustrative Washington filter response
curves are included. The color figure can be viewed online.

3. THE EFFICACY OF THE NEW COLOR IN
DETECTING MPS

As mentioned before, C14 and F17 proved the
efficacy and efficiency of the Washington C filter to
uncover MPs. This filter goes from the atmospheric
cutoff at around 3300 Å to beyond the G-band, thus
covering 3 CN-bands, a NH-band and a CH-band.
This can be seen in Figure 2, that shows the com-
parison between the synthetic spectra of otherwise
identical 1P and 2P stars made by Sbordone et al.
(2011) with the Washington filter response curves
included. Until now, our best weapon in the Wash-
ington System to find MPs was to use the C − T1
color and plot vs C in a CMD, leaving other C filter
combinations to show partially defined MPs (C−T2),
or how the absence of the C filter fails to separate
MPs (T1−T2). But careful analysis of Figure 2 shows
that the T2 filter is roughly centered on multiple CN
bands which have a fairly significant flux difference
between 1P and 2P stars, allowing (in theory) to fur-
ther separate the populations of the cluster, although
our previous studies demonstrated that the spread
in T1 − T2 is almost completely due to the errors.
Our hypothesis is that T2 retains some capability to
to distinguish MPs due to the CN-bands that it in-
cludes (as seen in Figure 2), but the separation of the
different sequences is difficult to detect. So based on
the technique from Piotto et al. (2015), we created a
new combination of colors: (C − T1)− (T1 − T2) (or
C + T2 − 2T1). The idea is that we can potentially

further separate the sequences in a CMD combining
the potential of C − T1 with a small additional dif-
ference generated in T1 − T2. We also note that the
C filter includes both CN bands as well as the CH
band. The former are stronger in 2P vs. 1P stars
due to the fact that the CN-band strength is con-
trolled by the N abundance, which is enhanced in
2P over 1P stars. However, the CH band is weaker
in 2P vs. 1P stars since C is depleted. Hence, these
2 effects work against each other to some extent, al-
though it is also clear that the strongest effect is due
to the various CN bands, so that the flux in the C
filter will be less in a 2P star compared to that of
an otherwise identical 1P star. Similarly, it should
also be less in the T2 filter for a 2P vs 1P star. Fig-
ure 3 shows the new (C − T1)− (T1 − T2)(hereafter
C, T1, T2) vs C CMDs.

A detailed analysis is shown in the next subsec-
tions.

3.1. NGC 7099

For NGC 7099, in both CMDs (PM members
and members + stars with no PM), we can see a
very broad RGB compared to C − T1, similar to the
CMD shown in Piotto et al. (2015) for the same clus-
ter. Based on the C, T1, T2 CMDs of NGC 7099 from
Figure 3 we included the mean color error in 1 magni-
tude bins along the principal sequence, but attached
to the left border of the RGB. We consider these
stars inside the error bars as those associated with
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Fig. 3. Left: The (C − T1) CMDs from Figure 1. Right: The new color (C − T1) − (T1 − T2) vs C. Mean color and
magnitude error bars in 1 magnitude bins along the principal sequence are displayed as black crosses. The color figure
can be viewed online.
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Fig. 4. Criteria to divide the 1P from the 2P. The black
lines represent the limits established for being the 1P.
The color figure can be viewed online.

the 1P, while those at the right of the limits of the
error bars are considered as 2P stars. So, taking this
as a guide, we established our 1P/2P division in the
catalog containing members + stars with no PM by
drawing two lines, each connecting with the limits
of the error bars, at both sides, as seen in Figure 4.
The samples of each population of stars are taken be-
tween the 15-18 magnitude range in C and 13-17 in
T2 since the MPs begin to merge in the brighter bins,
and the AGB complicates the separation as well.

In this part we made a correction in F17. There,
we took a group of stars at the left of the RGB
deemed as the 1P. Comparing the radial distribu-
tions of both 1P and 2P stars of NGC 7099 we got
the most impressive but unexpected conclusion of
the publication: The first population of NGC 7099
was more centrally concentrated than the second, op-
posite to most of the actual observations, as well as
MP formation models. However, our new research
proves that conclusion to be wrong, since the 1P sub-
set of F17 does not appear in our new CMD, mean-
ing that probably it was composed of field stars that
could not be removed then, given the absence of Gaia
PMs at the time. This would also explain why we
got a p-value of 0 in our Kolmogorov-Smirnov test, 7

7If P < 0.05, one must reject the null hypothesis of no
difference between two data sets, more information about
this test is found in http://www.physics.csbsju.edu/stats/

KS-test.html.

indicating that the 1P and 2P subsets were different
distributions.

We now take a new subset in C − T1, trying to
replicate the one from C, T1, T2 assumed to be our
2P and leaving the rest of the RGB as the 1P. These
subsets were compared in the other colors and their
radial distributions were tested to analyze which pair
of subsets was more effective in distinguishing the
MPs. What we should expect in this part is to have
the 1P at the blue side and the 2P at the red side in
both C−T1 and C, T1, T2 colors with, hopefully, bet-
ter defined subsets in the latter, but with totally the
opposite occurring in T1-T2, since in this color the
filter that covers the CN-band appear as the subtra-
hend (and this explains why subtracting this color
from C − T1 should help to increase the spread on
the RGB).

The results are shown in Figure 5. As expected,
the subsets made based on the color C, T1, T2 (upper
panels) are a bit less defined in the CMD with C−T1,
since the separation in the latter color should be less
than that in the former. In T1−T2 both populations
seem to be well separated but mirrored.

The subsets made from C − T1 (middle panels)
show a less effective separation in C, T1, T2 and a very
similar one in T1 − T2. Both groups of CMDs look
very similar. With C−T1 the percentage of 2P stars
is 23.2%±25% of the RGB while for C, T1, T2 the per-
centage of 2P is 44.9%±16,7%. This big difference
in percentages is due to the smaller spread in C−T1,
causing that any small error in selecting a subset in-
cludes/excludes lots of stars. This is seen in the high
percentage of error in C − T1 (higher even than the
percentage of the population itself) obtained putting
the error bars in the middle of our 1P/2P division
and enclosing all the stars inside their limits to see
those stars that could be being included/excluded in
our 1P/2P selection with respect to the total number
of stars in the RGB.

Comparing the radial distributions of both pairs
of 1P/2P stars (lower panels) we can see that both
of them show a 2P more centrally concentrated, in
agreement with most of the MP formation scenar-
ios. In fact, both pairs of subsets give a P -value
= 0 in a K-S test. While the subset from C − T1
grows faster with radius than C, T1, T2, the latter
color includes all stars after reaching ≈ 780 px from
the center(≈ 200 px less than C − T1). The lowest
right panel compares both 2P groups of stars. A K-S
test between these give a P -value of 0.026, indicat-
ing that we should reject the null hypothesis of no
difference between both distributions, so there are
significant differences while selecting a subset from
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Fig. 5. NGC 7099: Upper panels: A 1P/2P subset chosen from the color C, T1, T2 shown in C − T1 and T1 − T2. Mid
panels: A 1P/2P subset chosen from the color C − T1 shown in C, T1, T2 and T1 − T2. Bottom panels: Left: Radial
distributions of 1P and 2P of the subset from C, T1, T2. Middle: Radial distributions of 1P and 2P of the subset from
C−T1. Right: Comparison of the 2P from the C, T1, T2 and the 2P from C−T1. The color figure can be viewed online.

C−T1 or C, T1, T2. And in fact, since C-T1 shows the
strongest central concentration in the inner parts, its
behavior is preferred in this regard.

Table 3 shows the standard deviation (read as the
width) of the RGB and the mean error in bins of 1
magnitude (with the exception of the last bins), for
each of the 3 colors, while the last column shows the
ratio width/error, which is a robust measurement of

the effectiveness of the colors for separating MPs.
As expected, T1 − T2 shows a mean ratio of 1.68, in
agreement with previous studies that indicates that,
although this color shows a spread slightly bigger
than the errors, it is not very sensitive to the pres-
ence of MPs. The small observed difference could in
fact come from an undetected source of error. For
C − T1, the mean ratio is 2.33, significantly larger,
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TABLE 3

COMPARISON OF ERROR VS WIDTH IN NGC
7099

Mag Range Mean width Mean error Ratio

C−T1 vs C

15-16 0.043 0.021 2.05

16-17 0.038 0.016 2.38

17-17.9 0.041 0.016 2.56

T1 − T2 vs T2

13-14 0.061 0.039 1.56

14-15 0.052 0.033 1.58

15-16.4 0.042 0.022 1.91

C,T1,T2 vs C

15-16 0.073 0.043 1.70

16-17 0.070 0.035 2.00

17-17.9 0.063 0.027 2.33

and enough to assure the detection of MPs. Un-
fortunately, C, T1, T2 only has a mean ratio of 2.01,
significantly less than that of C − T1. However, we
note that this is not unexpected since it is not a com-
bination of new filters but only a combination of the
width and error of the first 2 colors.

3.2. NGC 1851

3.2.1. The Blue and Red RGBs

As shown in Figure 6, NGC 1851 presents a dou-
ble RGB: The left RGB, hereafter the blue-RGB;
and the right RGB, hereafter the red-RGB. Both se-
quences are already well divided in C − T1, so there
are no clear differences in the subsets made from
C −T1 or C, T1, T2. Indeed, the amount of red-RGB
stars is 11.4% and 9.3% in C − T1 and C, T1, T2, re-
spectively. A K-S test done to the Red-RGB of both
subsets give a P -value of 0.995, meaning that there
is no significant difference between them. Anyway,
a K-S test in both blue-RGB and red-RGB popula-
tions of C, T1, T2 give a P -value of 0.423 while for
C − T1 is 0.313; again neither comparison shows a
significant difference. Both subsets also show very
similar radial distributions, but as explained in C14,
this behavior could be due to the small amount of
red-RGB stars in both subsets. Also, opposed to
what we expected, the red-RGB does not appear at
the right of the blue-RGB in T1 − T2 but dispersed
along the entire blue-RGB.

The ratio width/error in NGC 1851 (Table 4)
shows that, although C − T1 give ratios even bet-
ter than in NGC 7099, the ratios in T1−T2 are very

TABLE 4

COMPARISON OF ERROR VS WIDTH IN NGC
1851

Mag Range Mean width Mean error Ratio

C−T1 vs C

15.7-17 0.078 0.031 2.52

17-18 0.069 0.025 2.76

18-19.2 0.054 0.025 2.16

T1 − T2 vs T2

11.4-13 0.068 0.051 1.33

13-14 0.038 0.051 0.75

14-15 0.032 0.046 0.70

15-16 0.030 0.045 0.67

16-17 0.025 0.032 0.78

17-17.5 0.022 0.032 0.69

C,T1,T2 vs C

15.7-17 0.074 0.056 1.32

17-18 0.068 0.049 1.39

18-19.2 0.060 0.041 1.46

low, indicating a spread completely due to the errors.
Naturally, the ratios of C, T1, T2 should be between
the values of C − T1 and T1 − T2, as they are. And
again, opposite to our original hope, C, T1, T2 does
not show an improvement in the ratio with respect
to C − T1 and, in fact, is substantially worse, indi-
cating that T1−T2 is not collaborating to help split
the sequences.

Figure 7 shows a comparison of the lower RGB
and SGBs of NGC 1851 between C, T1, T2 vs C (top)
and C−T1 vs C (bottom). Subsets were taken from
both colors trying to cover all the SGB. The fainter
SGB is somewhat more visible in the former.

Radial distributions between the bright-SGB and
faint-SGB were compared in both subsets. The K-
S test in C − T1 gives a p-value of 0.729 while in
C, T1, T2 gives 0.590. Both subsets show no sig-
nificant differences in radial distributions between
bright-SGB and faint-SGB stars. This is in agree-
ment with Milone et al. (2009) who also did not find
differences in the radial distributions of the SGBs of
NGC 1851.

The combined samples of the SGB and RGB from
each bright-SGB/blue-RGB and faint-SGB/red-
RGB were analyzed to discard the possibility that
the lack of differences in the radial distributions is
due to the low amount of stars. C − T1 gives a p-
value of 0.095 while C, T1, T2 gives 0.128. Both of
these are considered values too high to assure that
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Fig. 6. NGC 1851: Upper panels: A 1P/2P subset chosen from the color C, T1, T2 shown in C − T1 and T1 − T2. Mid
panels: A 1P/2P subset chosen from the color C − T1 shown in C, T1, T2 and T1 − T2. Bottom panels: Left: Radial
distributions of 1P and 2P of the subset from C, T1, T2. Middle: Radial distributions of 1P and 2P of the subset from
C−T1. Right: Comparison of the 2P from the C, T1, T2 and the 2P from C−T1. The color figure can be viewed online.

there are differences in radial distributions. Recall
that indeed C14 found differences in the radial dis-
tributions of the MS but none in the RGB and HB,
even after combining them. Also, the percentage of
red-RGB/faint-SGB stars is 14.5%±2.5% in C − T1
and 14,1%±3.3% in C, T1, T2, confirming that there
is no significant improvement with C, T1, T2 with re-
spect to C − T1 for this case. For this case we can

also see that the percentage of error in C, T1, T2 is
higher than in C − T1 due to, again, the fact that
C, T1, T2 does not help to split the sequences.

3.2.2. -First and Second Populations in the Blue-RGB

According to Campbell et al. (2012), both blue-
RGB and red-RGB could possess a first and second
population of stars. This idea is also supported by
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Fig. 7. Comparison of the lower RGB and SGBs of NGC1851 seen in C, T1, T2 vs C (top) and C − T1 vs C (bottom).
The color figure can be viewed online.

Milone et al. (2017), who found two 2P sequences in
the chromosome map of NGC 1851, with a hint of a
second 1P as well.

For our case, the number of stars in the red-RGB
is too small to analyze it in search of a 1P/2P divi-
sion, so we will only analyze the blue-RGB.

Following the same procedure used in NGC 7099,
we used the error bars from each color to separate the
1P from the 2P. We found a small fraction of stars
lying at the left side of the blue-RGB in C − T1 and
C, T1, T2, deemed as 1P stars. Figure 8 shows the
comparison of the 1P subset chosen from C, T1, T2
(upper panels) and C − T1 (central panels). This
time the chosen subset from C, T1, T2 follows the ex-
pected behavior for a different population: well de-
fined at one side of the RGB in C, T1, T2, partially
less defined at the same side of the RGB in C − T1,
and even less defined and at the opposite side of
the RGB in T1 − T2, although the last point is not
as clear in C − T1. With C, T1, T2 the blue-RGB
has 10.3%±19.5% of 1P stars while with C − T1 the
amount of 1P stars is 40.3%±19.8%.

The radial distributions in C−T1 gives a P -value
of 0.014 while C, T1, T2 show a P -value of 0.870, al-
though the last result is not as reliable since the 1P
are only 21 stars.

A width to error ratio analysis indicates that
C − T1 has a mean ratio of 1.79 while C,T1,T2 vs
C has a mean ratio of 0.97. C−T1 ratio is too small
to confirm or reject the presence of MPs while the
width of C,T1,T2 is completely due to errors (T1−T2
was not considered in this table since the Red-RGB
is inside the blue-RGB; hence, the values of the last
are the same of those in Table 4).

A further analysis was realized using data from
the HST UV Globular Cluster Survey described in

TABLE 5

COMPARISON ERROR VS WIDTH IN THE
BLUE-RGB OF NGC 1851

Mag Range Mean width Mean error Ratio

C−T1 vs C

17.2-18 0.042 0.023 1.83

18-18.8 0.042 0.024 1.75

C,T1,T2 vs C

17.2-18 0.044 0.047 0.93

18-18.8 0.039 0.039 1.00

Piotto et al. (2015), in an attempt to verify if our
subset chosen as 1P in the blue-RGB of NGC 1851
was correct or not. Taking as 1P the subset chosen
in Milone et al. (2017) using the “Magic Trio” in
NGC1851 we recreated our Washington Trio using
the Filters F336W, F606W and F814W in replace-
ment of C, T1 and T2 respectively. We obtained a
very similar CMD, as shown in Figure 9a, where the
blue stars are the 1P, the green RGB are the 2P stars
and the red stars are the red-RGB stars. The rea-
son for the small amount of 1P stars is because most
of them lie less than 22 arc seconds from the center,
and we cut those stars (up to 21.75 arc seconds of ra-
dius) due to the crowding, as seen in Figure 9b. This
would explain the small width to error ratios and the
high percentage of error with respect to the amount
of 1P stars. Despite this, we were able to detect
a small amount of 1P stars thanks to the C, T1, T2
color, confirming it as a complementary method to
detect MPs.
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Fig. 8. NGC 1851 Blue-RGB: Upper panels: A 1P/2P subset chosen from the color C, T1, T2 shown in C − T1 and
T1 − T2. Mid panels: A 1P/2P subset chosen from the color C − T1 shown in C, T1, T2 and T1 − T2. Bottom panels:
Left: Radial distributions of 1P and 2P of the subset from C, T1, T2. Middle: Radial distributions of 1P and 2P of the
subset from C − T1. Right: Comparison of the 2P from the C, T1, T2 and the 2P from C − T1. The color figure can be
viewed online.

4. CONCLUSIONS

In this work we have improved the Washington
photometry of the clusters NGC 7099 and NGC 1851
done in Frelijj et al. (2017, F17) and Cummings et al.
(2014, C14), respectively. We have determined the
optimum way to reduce the data, thus obtaining the
highest number of stars with the minimum possible

errors. We also added PM information from Gaia to
help select members. Finally, we created a new color
combination (C−T1)− (T1−T2) and we tested it in
two clusters.

We conclude that:

(1) An expected behaviour for a 1P/2P subset
is to be at one side of the RGB in C, T1, T2; at the
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Fig. 9. NGC 1851: (a) CMD using F336W, F606W and F814W from HST in replacement of C, T1 and T2. The blue
and red dots are the 1P and Red-RGB stars respectively, identified by Milone et al. (2017). (b) Spatial distributions
of the stars of our work and HST. Most of the 1P stars (green dots) were removed in our work due to crowding. The
color figure can be viewed online.

same side but less defined in C − T1; and even less
defined, at the opposite side, in T1 − T2.

(2) The subsets chosen as 1P and 2P in F17 for
NGC 7099 are incorrect, since the stars belonging to
the 1P are actually field stars, removed now thanks
to the PM provided by the Gaia mission. This ex-
plains why we got a p-value of 0.0 and the 1P stars
having radial distributions more concentrated to the
center than the 2P.

(3) The new color combination widens the RGB
of NGC 7099 better than (C−T1), allowing to prop-
erly select the population subsets. However, (C−T1)
still has the best width/error ratio. Depending on
the criteria used, C, T1, T2 would have a stronger cen-
tral concentration than (C − T1) or weaker. While
the 2P subset chosen from C − T1 has the highest
fraction of stars within ≈ 300 px from the center,
the subset extends until ≈ 980 px, while the 2P sub-
set from C, T1, T2 has no stars beyond ≈ 780 px from
the center.

(4) We find a very small number of 1P stars at the
left side of the blue-RGB of NGC 1851 using both
C, T1, T2 and C −T1. Despite the subset of C, T1, T2
being slightly more accurate, the small number of
stars complicates any study. A comparison with
analogous HST filters (F336W, F606W and F814W)
shows a very similar CMD with a larger amount of
1P stars at the same side of our small subset, con-
firming our findings. But a spatial analysis of those
stars shows that most of them were removed in our
catalog due to the crowding of stars at the center.

(5) The red-RGB in NGC 1851 does not follow
the expected behavior for a common 2P group of
stars. Instead, it appears at the same side, with-

out any improvement, in both C, T1, T2 and C − T1
colors, while in T1 − T2 they are completely merged
with the stars from the blue-RGB. Also, little or no
difference is seen in the radial distributions between
the stars of the blue-RGB and red-RGB using the
old and new color combinations, even when combin-
ing the samples with the bright-SGB and faint-SGB,
respectively.

(6)- The 2P percentage in the RGB of NGC 7099
is 23.2%±25% for C − T1 and 44.9%±16.7% for
C, T1, T2.

- The percentage of faint-SGB/red-RGB stars re-
spect to the total number of stars in the SGBs and
RGBs in NGC 1851 is 14.5%±2.5% for C − T1 and
14.1%±3.3% for C, T1, T2.

- The percentage of 1P stars in the blue-RGB
of NGC 1851 is 40.3%±19.8% for C − T1 and
10.3%±19.5% for C, T1, T2.

Comparing these percentages with those of
Milone et al.(2017)(≈ 62% of 2P stars in NGC 7099,
≈ 3% of red-RGB stars in NGC 1851 and ≈ 26.4% of
1P stars in NGC 1851) we find little relation. This
difference might occur not only due to our high per-
centages of error in the populations, but also because
we removed the center of our cluster (a radius of
21.75” in NGC 1851 and 34.8” in NGC 7099) in or-
der to avoid issues due to the crowding. In addition,
the HST photometry used here covers the field up to
a radius of only ≈2.47’ while our photometry covers
up to a radius of ≈7.25’.

This means that our C, T1, T2 color combination
is a reliable method to detect MPs since it improves
the detection of MPs and decreases the uncertainties
of the defined 1P and 2P. But looking at the width
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that it produces compared to the increase of errors
that this implies, it is not as effective as C−T1. It is
also less efficient, as the latter requires only observa-
tions in 2 filters. So we recommend its use to detect
MPs, but as a complementary method together with
C − T1 and T1 − T2 separately.
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ABSTRACT

The large dynamic range in some astrophysical N -body problems led to the
use of adaptive multi-time-steps; however, the search for optimal strategies is still
challenging. We numerically quantify the performance of the hierarchical Hamilto-
nian Splitting (HHS) integrator for collisionless simulations using a direct summa-
tion code. We compare HHS with the constant global time-step leapfrog integrator,
and with the adaptive one (AKDK). We find that HHS is approximately reversible,
whereas AKDK is not. Therefore, it is possible to find a combination of parameters
such that the energy drift is considerably milder for HHS, resulting in a better per-
formance. We conclude that HHS is an attractive alternative to AKDK, and it is
certainly advantageous for direct summation and P3M codes. Also, we find advan-
tages with GADGET4 (Tree/FMM) HHS implementation that are worth exploring
further.

RESUMEN

El gran intervalo dinámico en algunos problemas astrof́ısicos de N -cuerpos
ha llevado al uso de pasos de tiempo múltiples adaptivos, sin embargo, la búsqueda
de estrategias óptimas es aún un reto. Estudiamos numéricamente el integrador
Hierarchical Hamiltonian Splitting (HHS) utilizando un código de suma directa y
comparamos con el rendimiento de leapfrog con paso global constante y su ver-
sion multi-paso adaptivo (AKDK). Encontramos que HHS es aproximadamente
reversible, mientras que AKDK no. Por lo que es posible encontrar una combi-
nación de parámetros tales que el cambio de enerǵıa es considerablemente menor
para HHS, resultando en una mayor eficiencia. Concluimos que HHS es una al-
ternativa competitiva con ventaja para códigos de suma directa y P3M. También,
hallamos ventajas para la implementación de HHS en GADGET4 (Árbol/FMM)
que merecen ser investigadas más.

Key Words: celestial mechanics — galaxies: kinematics and dynamics — gravita-
tion — large-scale structure of Universe — methods: numerical —
software: simulations

1. INTRODUCTION

Historically, fully self-consistent realistic astro-
physical N -body simulations are a challenging prob-
lem (Aarseth 1971; Efstathiou et al. 1985; Stadel
2001; Springel et al. 2001; Dehnen & Read 2011;
Klypin 2018). On the purely gravitational case, di-
rect summation N -body codes suffer from a bottle-
neck due to the computational cost of force calcula-
tion on a particle-by-particle basis, which scales as
the square of particle number (N2

p ). For this reason,
they are primarily used for simulating dense stellar

environments or planetary systems. Such limitations
triggered the development of sophisticated approxi-
mate hybrid collisionless methods, like the TreePM
(Tree-Particle Mesh)/P3M (Particle Particle- Par-
ticle Mesh)/P3T (Particle Particle- Particle Tree)
codes (Xu 1995; Bode et al. 2000; Bagla 2002;
Bode & Ostriker 2003) where the short-range com-
ponent of the force is carried out either by expen-
sive/accurate direct summation or tree force solvers
(Couchman 1991; Oshino et al. 2011; Habib et al.
2013). Alternatively, AMR (Adaptive Mesh refine-
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198 AGUILAR-ARGÜELLO ET AL.

ment) methods are used to compute the large dy-
namical range of the gravitational force (Villum-
sen 1989; Jessop et al. 1994; Kravtsov et al. 1997;
Teyssier 2002), seeking a balance between accu-
racy and computational efficiency. N -body simula-
tions require both a fast way to calculate the ac-
celerations and an accurate and efficient integration
method to evolve particles in time. The second-
order leapfrog symplectic integrator (Verlet 1967) is
the most widely used in collisionless N -body simula-
tions (e.g. Klypin 2018; Angulo & Hahn 2021). It is
strictly symplectic when a global-constant time-step
is adopted; however, this is not suitable for address-
ing problems with a large dynamical range that are
currently studied with modern codes. In the quest
to improve efficiency, it is necessary to adopt mul-
tiple or adaptive time-steps. The general problem
of geometric/symplectic (preserving phase space vol-
ume), time-symmetric (recover initial conditions af-
ter changing dt for -dt) and reversible integrators (re-
cover initial conditions after changing the sign of ve-
locities) has been addressed in the field of differential
equations for dynamical systems (Hairer et al. 2002).
In such work, they point out the differences between
adaptive global time-steps or multi-time-steps (sev-
eral rates of evolution for different parts of the sys-
tem) and discuss the constraints required for the in-
tegration method and the time-step selection func-
tion to preserve the mapping properties. In astron-
omy, the influential study of Quinn et al. (1997) dis-
cusses different operator-based leapfrog implementa-
tions using time step blocks plus a time-step selection
function in the KDK/DKD leapfrog integrator for
massive N -body simulations. They point out that
particle migration across time-step blocks may break
up the symmetry and sometimes involves backward
integration, which can be difficult to reconcile with a
dissipative component like gas. Current collisionless
simulations codes commonly use the KDK leapfrog
implementation with adaptive time-steps (e.g. Quinn
et al. 1997; Springel 2005; Dehnen & Read 2011;
Klypin 2018), which we call hereafter AKDK. Re-
cently, Dehnen (2017) discusses conditions where the
Hairer et al. (2002) analysis for time-symmetric in-
tegrators can be extended to discrete time-stepping.
They conclude that there is no general solution.
Many of the proposed integrators truly preserve the
symmetries; however, the specific time-step selection
function should also respect symmetrization. In sev-
eral cases, the computational overhead makes the
proposal impractical.

In this paper, we explore and quantify the Hier-
archical Hamiltonian Splitting (HHS) strategy pro-

posed by Pelupessy et al. (2012), which is, as
leapfrog, a second-order scheme. This integrator
was tested for small number of bodies or collisional
simulations, delivering good energy conservation and
momentum conservation at machine accuracy. How-
ever, no analysis of time-symmetry or reversibility
was presented. Some modern N -body codes like
AREPO (Weinberger et al. 2020) and GADGET4
(Springel et al. 2021) have implemented versions of
HHS with some differences with respect to the origi-
nal proposal, although they do not give details of the
performance or other properties that allow the com-
parison with the commonly used integrators. In this
work, we extend the discussion of HHS in the con-
text of collisionless N -body simulations, by numer-
ically investigating the time-symmetry and velocity
reversibility. We also test some time-step selection
functions to explore the potential advantages. In all
cases we compare with the global constant time-step
leapfrog integrator and the adaptive one (AKDK) in
order to assess the conditions under which HHS is a
competitive alternative. As we discussed above, in
some modern P3M codes running in hybrid architec-
tures, the most expensive calculation is the short-
range direct summation force integration, in some
cases processed inside GPUs (Habib et al. 2016).
Motivated by that, we implemented HHS in a direct
summation code running in GPUs and complement
that with additional tests with the Tree/FMM code
GADGET4.

The rest of the paper has been organized as fol-
lows: § 2 summarizes the main properties of the inte-
grators used here to carry out their comparison while
§ 3 introduces the time-step selection functions. § 4
shows accuracy tests performed with emphasis on
the cases on an isolated halo and a minor merger.
§ 5, § 6 and § 7 contain the results of these tests
taking into account the effect of time-step functions,
performance and long-term stability, respectively. In
§ 8, we quantify reversibility and time-symmetry for
the different codes. Finally, a discussion and the
main conclusions are given in § 9.

2. INTEGRATORS

We implemented three different integrators in a
direct summation code dubbed as NPsplitt (Aguilar-
Argüello et al. in prep.), the leapfrog, Adaptive-
KDK (AKDK) and the Hierarchical Hamiltonian
Splitting integrators (HHS). Below, we describe each
integrator. It is common to express integrators as
a composition of operators using the Hamiltonian
splitting technique in potential (Kick) and kinetic
energy (Drift), although there are other possibilities
(Oshino et al. 2011).
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HIERARCHICAL HAMILTONIAN SPLITTING 199

2.1. Leapfrog

The leapfrog integrator is a second-order widely
used integrator. As mentioned previously, this in-
tegrator is strictly symplectic only when a global-
constant time-step is adopted. Symplectic integra-
tors are designed to numerically preserve the inte-
grals of motion and the phase-space volume of the
simulated system.

In the leapfrog method, the evolution of the grav-
itational system can be written as a sequence of Kick
(advance of velocities) and Drift (advance of posi-
tions) operators (e.g. Channell 1993; Quinn et al.
1997), defined by:

K(dt) : v (tn + dt) =v (tn) + dta (tn),

D(dt) : x (tn + dt) =x (tn) + dtv (tn),
(1)

where x, v and a are the position, velocity and accel-
eration of a particle, respectively, and dt is the time
step. In this paper, we use the operator sequence
called KDK leapfrog (also known as velocity Verlet,
Swope et al. 1982):

KDK : K(dt/2)D(dt)K(dt/2), (2)

where we consider that the evolution is for one time
step, i.e. from tn to tn + dt. Through this paper,
we will refer to KDK leapfrog with a global-constant
time-step as the Leapfrog integrator.

2.2. AKDK

Contemporary codes have extensively used KDK
(equation 2) combined with a block time-step scheme
(Hayli 1967; Sellwood 1985; Hut & McMillan 1986;
Hernquist & Katz 1989; Makino 1991), frequently
using rungs which are power of two: dtr = dt02(−r)

and different assigning time-step functions, most fre-
quently an acceleration based one (Springel 2005).
We will use it as a reference integration scheme, but
it should be noted that it is not symplectic (Hairer
et al. 2002) and that the block-step is a multi time-
step scheme.

2.3. Hierarchical Hamiltonian Splitting

The hierarchical Hamiltonian Splitting (HHS)
method is a second-order integrator that uses indi-
vidual time steps of the particles (Pelupessy et al.
2012) through recursively splitting the Hamiltonian.
It accurately preserves linear and angular momen-
tum and has a good energy conservation.

This integrator consists of adaptively and recur-
sively splitting the Hamiltonian as a function of the
current time step, dt, so that the so called Slow sys-
tem (hereinafter S ) contains all the particles with a

time step larger than dt, and the so called Fast sys-
tem (hereinafter F ) contains all the particles with a
time step smaller than dt. Thus, the splitting is as
follows:

HS =TS + VSS + VSF ,

HF =TF + VFF ,
(3)

where:

TX ≡
∑
i∈X

p2i
2mi

,

VXX ≡−G
∑
i∈X

∑
j∈X, j>i

mimj

|ri − rj |
,

VXY ≡−G
∑
i∈X

∑
j∈Y

mimj

|ri − rj |
,

(4)

are, respectively, the kinetic and potential energies,
and VSF is the potential energy of the interactions
between S and F particles. The previous splitting
scheme is known as HOLD (since it “holds” VSF
for evaluation at the slow time-step, Pelupessy et al.
2012).

The S system is solved using the DKD scheme
(also known as position Verlet, Tuckerman et al.
1990), which consists of drifts of the particles in this
system (due to TS) and kicks on the particles of both
systems (due to VSS + VSF ). For the F system, the
same procedure as for the original system is applied
but using a halved time-step. Hence, the splitting is
applied recursively to the F system with time-step
dt/2r. The recursion ends when the system F (of the
rung r) has no particles. At the end of the current
integration step, the new time-step of a particle is
calculated. In this scheme, a particle can change its
time step to higher (lower) value if its current inte-
gration time is synchronized with the higher (lower)
rung.

It is well known that the Kick and Drift oper-
ators are symplectic. However, using multiple or
adaptive time-steps may not preserve such proper-
ties in a general way (Hairer et al. 2002). Therefore
we need to investigate the behaviour of HHS.

3. TIME-STEP SELECTION FUNCTION

Besides the formulation of integrators with indi-
vidual time steps based on symmetric operators, the
choice for each particle time step is made through
the so called time-step selection function. There is
no unique choice; arguably the most commonly used
time-step function in contemporary collisionless N -
body codes (e.g. GADGET, Springel 2005) is based
on the acceleration as:

τi = ηaccel

√
ε

ai
, (5)
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200 AGUILAR-ARGÜELLO ET AL.

where ai is the acceleration acting on the parti-
cle i, giving the code the possibility of adapting to
high/low accelerations, and ε is the force Plummer
softening1. Improvements have been recently dis-
cussed by using a dynamical time proxy (Zemp et al.
2007) and a tidal force time scale (Dehnen & Read
2011; Grudić & Hopkins 2020), establishing a bal-
ance between short and long time steps, which may
translate into higher efficiency. Extensive compar-
isons of AKDK with both choices have been dis-
cussed in Zemp et al. (2007) and Grudić & Hopkins
(2020).

In our study, in an attempt to preserve the energy
stability of the HHS integrator while allowing adap-
tive multi time-steps, and following Pelupessy et al.
(2012), we use an approximated time-symmetrized
time-step extrapolation criterion for each particle.
To obtain such a time-step criterion, we start from
the implicit criterion (Hut et al. 1995):

τsym =
1

2
[τ (t) + τ (t+ τsym)] , (6)

where τ is a time-step function (non-symmetrized),
and τsym is the symmetrized time-step function of τ .
To a first-order perturbative expansion:

τ (t+ τsum) ≈ τ (t) +
dτ

dt
τsym; (7)

hence, from equation 6:

τsym ≈ τ(t) +
1

2

dτ

dt
τsym, (8)

so that the time-step we will use is given by (Pelu-
pessy et al. 2012)

τi = min
j

 τij(
1− 1

2
dτij
dt

)
 . (9)

It is important to state that the minimization in-
dicated above is across the so called Slow particles.
For a time-step proportional to the inter-particle
free-fall time:

τij = ηFF

√
r3ij

G (mi +mj)
,

dτij
dt

=
3vij · rij

2r2ij
τij .

(10)

1We will adopt the softening as twice the average inter-
particle distance at the minimum radius where the density
profile is not dominated by Poisson fluctuations, as it is usu-
ally adopted in collisionless simulations.

The former option is a two-body-based proxy
for the dynamical-time-motivated step function sug-
gested by Zemp et al. (2007).

For completeness with Pelupessy et al. (2012), for
a time-step proportional to the inter-particle fly-by
time (typically used in collisional problems):

τij = ηFB
rij
vij

,

dτij
dt

=
vij · rij
r2ij

τij

(
1 +

G (mi +mj)

v2ijrij

)
.

(11)

We will quantify the efficiency of such time-step
functions. However, the high acceleration derivatives
in the case of collisional problems may require going
beyond the first order in the perturbative expansion.

Along the paper, we will mostly use the approxi-
mated symmetric free-fall time-step for HHS (defined
by equations 9 and 10), and only in a few tests we
will use the minimum of this and the approximated
symmetric fly-by time-step (equations 9 and 11). In
§ 5, we will present a comparison with the GAD-
GET4 implementation of HHS (Springel et al. 2021);
this code uses a time-step function similar to equa-
tion 5 but the accuracy parameter, ηaccel, is included
inside the square root. For AKDK, we will use the
standard time-step function given by equation 5.

Table 1 summarizes the combinations of integra-
tors and time-step selection functions used through
this work.

4. ACCURACY TESTS

In this section, we present the test results of the
HHS algorithm in terms of accuracy by simulating
an isolated halo and sinking satellites, and compare
them with the global-constant time-step leapfrog and
the adaptive one, AKDK. To proceed with the com-
parison we implemented the different integrators in
a direct summation N -body code (Aguilar-Argüello
et al. in prep.). All the experiments were run in a
single GPU. As a sanity check, we performed binary
system tests (not reported here) and the results are
consistent with those reported in other works (e.g.
Dehnen & Read 2011; Pelupessy et al. 2012; Springel
2005).

4.1. Isolated Cuspy Halo

We adopted as a reference model an equal par-
ticle mass, isolated halo following the NFW cuspy
density profile predicted by collisionless dark matter
cosmological simulations (Navarro et al. 1997). The
large density range and the corresponding different
dynamical times make it a suitable system for an
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TABLE 1

COMBINATIONS OF INTEGRATORS AND TIME-STEP FUNCTIONS USED ALONG THIS PAPER

Integrator Integration Time-step Time-step
Reference

name scheme scheme selection function

Leapfrog KDK Global-constant Verlet (1967)

AKDK KDK BLOCK eq. 5 e.g. Quinn et al. (1997); Springel (2005)

Dehnen & Read (2011); Klypin (2018)

HHS HHS HOLD eqs. 9, 10 Pelupessy et al. (2012)

nsHHS HHS HOLD eqs. 9, 10 This work

(without dτij/dt)

sAKDK KDK BLOCK eqs. 9, 10 This work

adaptive time-step code. Such tests depend on res-
olution to actually capture the benefit of individual
time-steps as compared with a global-constant time-
step scheme. We will use as a reference time scale
the dynamical time2 at the NFW characteristic ra-
dius (rs), since it has been used to study the stability
of the halo in other works (e.g. Klypin et al. 2015).

For the integration of our fiducial model, we
adopted G = 1 (gravitational constant), Mvir = 1
(virial mass) and rs = 1 (scale length, also called
characteristic radius), as model units. We will use
these model units through the paper.

To investigate and quantify differences in accu-
racy and performance between the integrators first,
we followed a fiducial halo sampled with 105 particles
for 40 dynamical times at rs, tdyn.

Because our implementations of AKDK and HHS
have different time-step function, a meaningful com-
parison is to assume an energy conservation thresh-
old, which implies using distinct accuracy parame-
ters for both integrators. For the first test, we con-
sidered a 10−7 threshold and accuracy parameters
ηFF = 0.003 and ηaccel = 0.01 for HHS and AKDK,
respectively, both constrained to 6 time-step rungs.
Figure 1 shows the result of these tests. The upper
left panel shows the energy error. HHS (black) stays
very close to Leapfrog (red) during the first 20 tdyn,
afterwards it shows a small drift. AKDK (blue)
drifts almost linearly and after 20 tdyn it slightly flat-
tens. Because the main computational overhead of
HHS over AKDK comes from building and updating
the time-step hierarchy in HHS, we decided to ex-
plore experiments where we delayed such an update,
and denoted them as HHS-sTSS. We observed that
such an action results in important savings in com-

2A dynamical time, also called crossing time, is the time
taken for a typical particle to cross the system. In this paper,

a dynamical time is defined as tdyn(r) =
[
r3 /GM(r)

]1/2
,

where r and M(r) are the radius and mass, respectively.

putational time (yellow line). The energy accuracy
test is lower but acceptable for a collisionless simula-
tion, and it is faster; in addition linear and angular
momentum are preserved to machine precision.

Regarding the conservation of other dynamical
quantities like linear and angular momentum or
the system barycenter the situation is different (see
Figure 1). Leapfrog and HHS preserve almost at
machine precision the linear and angular momen-
tum (see bottom panels), whereas AKDK presents
a smaller accuracy, although it has a slope until
10 tdyn, afterwards it flattens. Interestingly, HHS
with a delay in updating the time-step hierarchy
(HHS-sTSS, yellow) is almost indistinguishable from
HHS and leapfrog. The upper right panel shows
the accuracy in preserving the halo centroid. Once
again, leapfrog and both HHS versions accurately
keep the centroid, while the AKDK accuracy is de-
graded two orders of magnitude. The wall-clock time
for leapfrog, HHS and HSS-sTSS experiments was,
respectively, 1.7, 0.8 and 0.6 times the corresponding
for AKDK. As a complement, we performed tests us-
ing larger time steps reaching lower energy accuracy,
the general results are the same. Finally, we empha-
size that all integrators accurately preserve the den-
sity profile, as we can see in Figure 2; with obvious
dependence on the number of particles, we decided
to show the test with two million particles in order
to minimize discreteness effects.

4.2. Minor Merger: Sinking Satellites

Satellite accretion onto larger galaxies is an astro-
physical problem commonly simulated by both iso-
lated and cosmological N -body simulations (Miller
et al. 2020; Arca-Sedda & Capuzzo-Dolcetta 2016).
We simulated a satellite, represented by a softened
and massive particle, falling into a spherical sys-
tem, represented by collisionless softened particles,
for seven dynamical times. The spherical system
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202 AGUILAR-ARGÜELLO ET AL.

Fig. 1. Error in conserved quantities for an isolated NFW halo with N = 105 particles, simulated up to 40 dynamical
times (at scale radius, rs). Shown is the energy error (upper left panel), change in center of mass position (upper right
panel), error in linear (lower left panel) and angular momentum (lower right panel) for the three integrators: Leapfrog
(red), AKDK (blue) and HHS (black). Also, it is shown the HHS with a delay in the time-step hierarchy update
(HHS-sTSS, yellow) version. The color figure can be viewed online.

10−4

10−3

10−2
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100

ρ

Leapfrog

AKDK

HHS

t=0

t=5 tdyn(rs)

t=10 tdyn(rs)

−1. 5 −1. 0 −0. 5 0. 0 0. 5 1. 0
log(r / rs)

0. 00
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|∆
ρ
|/

ρ
0

Fig. 2. Density profile, at different times, of the iso-
lated NFW halo with 2 × 106 particles simulated up to
10 dynamical times for the three integrators: Leapfrog
(solid lines), AKDK (dotted lines) and HHS (dashed
lines). The three integrators accurately preserve the den-
sity profile. The color figure can be viewed online.

consists of N = 105 equal mass particles spatially
distributed according to the NFW density profile
(Navarro et al. 1997). We adopted the same units

as the previous fiducial isolated halo case. We used
Plummer softening and we chose a softening parame-
ter ε = 0.026 (in model units). The satellite’s initial
separation from the center of the spherical system
is Rsat = 2.6, and its mass is msat = 0.01, which is
≈1300 times bigger than the mass of one collisionless
particle.

This test is particularly useful because the sink-
ing process involves orbital angular momentum and
energy transfer into the host system. We tracked
energy, linear and angular momentum conservation
as well as the host center of mass behavior (see Fig-
ure 3). Leapfrog (red) stays flat. HHS (black) starts
to jump at one dynamical time, afterwards it stays
flat. AKDK (blue) shows a lower accuracy in en-
ergy conservation and presents a systematic energy
growth. As in the case of the isolated halo, the HHS
energy drift slope is considerably flatter than the cor-
responding to AKDK. Linear and angular momen-
tum are less accurate for AKDK by several orders
of magnitude, while system barycenter behaves es-
sentially the same for all three integrators. These
results indicate that HHS is an excellent alternative
for dynamical friction studies.

The evolution of the satellite radial position
shows differences below the one percent level (see
Figure 4). We conclude that, for a reduced number
of dynamical times, the three integrators can provide
an accurate description of the sinking process.
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Fig. 3. Error in conserved quantities for a NFW halo with N = 105 particles plus a satellite simulated up to 7 dynamical
times. Shown is the energy error (upper left panel), change in center of mass position (upper right panel), error in linear
(lower left panel) and angular momentum (lower right panel) for the three different integrators: Leapfrog (red), AKDK
(blue) and HHS (black). The color figure can be viewed online.
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Fig. 4. Evolution of the satellite radial position (upper
panel) for the sinking satellite test and for the three inte-
grators: leapfrog (red), AKDK (blue) and HHS (black).
When comparing with leapfrog (lower panel), the differ-
ences are below 1% between integrators. The color figure
can be viewed online.

5. TIME-STEP SELECTION FUNCTION TESTS

As it has already been discussed some hierar-
chical/adaptive time-step integrators, like HHS and

AKDK, include a time-step selection function; such
a prescription may help restoring the integrator sym-
metry. We may question if the approximated sym-
metric time-step selection function based on particle
pairs given by equation 9 is only useful for a partic-
ular kind of simulation or code, and if we lose all the
convenient properties of HHS, observed at this point,
when the problem is not tractable by a direct sum-
mation code. To quantify such an effect we evolved
the fiducial isolated halo switching the time-step se-
lection function and we additionally performed test
with the Tree/FMM code GADGET4.

5.1. Direct Summation Code

First, we consider our direct summation code im-
plementation, simulating the fiducial isolated halo
considering the HHS and AKDK integrators, as it
can be seen in the upper panel of Figure 5. We
take as a reference the AKDK integrator with an ac-
curacy parameter ηaccel = 0.08 (fiducial, solid blue
line). The dotted black line shows HHS (with ηFF =
0.055), which is almost twice faster but slightly less
accurate, and the dashed black line shows a case
of HHS (with ηFF = 0.015) remarkably more accu-
rate but 10% slower than the fiducial AKDK. We
include another AKDK case (dashed blue) with a
smaller accuracy parameter ηaccel = 0.049, which is
20% less accurate than HHS (dashed black line) but
10% slower, and also is 20% slower and an order of
magnitude more accurate than the fiducial AKDK
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Fig. 5. Effect of time-step selection function and different acceleration codes. nWCT corresponds to the wall-clock time
of each test normalized to the fiducial AKDK (solid blue line). Upper panel shows tests with our direct summation code.
Solid blue line is the fiducial AKDK test and dotted black line is HHS, almost 50% faster. Dashed lines correspond to
experiments with smaller accuracy parameter but reaching a limit where HHS is faster and more accurate than AKDK.
Magenta dotted/dashed lines show the same HHS tests but neglecting the symmetrizing derivative term in equation 9;
even going with smaller ηnsFF still may be competitive with AKDK. Green dotted/dashed lines show AKDK test with
the symmetrized time-step selection function (equations 9 and 10) using the same parameters as HHS cases (black
dotted/dashed lines, respectively). Middle panel shows experiments with GADGET4 using the Tree version. Results
are consistent with the direct summation code. Solid blue line is the fiducial AKDK, dotted black line is HHS 7%
slower and slightly less accurate. Dashed lines are AKDK and HHS, with almost flat behaviour, slightly better for HHS;
however, AKDK is almost three times slower. Lower panel shows the equivalent tests but now for FMM GADGET4.
As before, the AKDK for the flat case (dashed blue) is slightly worse in energy accuracy and almost twice slower as
compared with HHS (dashed black). We conclude that, even for different time-step functions, there is still a regime
where HHS is more efficient. The color figure can be viewed online.

case (solid blue). This means that considering even
smaller values for the parameter η will not make
AKDK more efficient that HHS. Next, we performed

some changes in the time-step selection function, we
removed the derivative term from equation 9 which
represents the symmetrizing correction for the HHS
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integrator, we dubbed such tests nsHHS and they
appear as the magenta lines in Figure 5. The en-
ergy drift is larger as compared with HHS but it is
still acceptable for collisionless simulations, and it
is faster. For completeness, we performed tests us-
ing equation 9 in AKDK (dubbed as sAKDK, green
lines) with the same parameters (ηFF, rungs, etc.)
as in the HHS tests. The energy drift is larger for
the sAKDK test than the one corresponding to HHS;
however, sAKDK is faster. Note that it is possible
to match HHS accuracy by lowering the ηFF param-
eter in sAKDK tests, but it is slower (we do not
show it because it does not add new information).
So far, our tests suggest that HHS may benefit hy-
brid codes that use direct summation force calcu-
lation as part of their algorithm. For example, in
the P3M technique (Hockney & Eastwood 1998) the
most expensive part corresponds to direct summa-
tion, which runs in accelerators like GPUs (Habib
et al. 2013, 2016; Cheng et al. 2020). Even using
different time-step selection function, HHS may still
obtain considerable performance. We analyze such
a situation in the following sections, as well as the
HHS performance in codes using approximated force
computations (e.g. a tree code).

5.2. Tree Code: GADGET4

Recently, the 4th version of the publicly available
code GADGET has implemented the HHS in the
so called hierarchical gravity mode (Springel et al.
2021). The time-step selection function is similar to
our equation 5 but the accuracy parameter ηaccel is
inside the square root. Changing the step function
is a sensible choice because our equation 9, based on
pair interactions, is not practical for very large num-
bers of particles. Also, in the GADGET4 HHS im-
plementation, instead of using the DKD representa-
tion (as in our implementation), the authors adopted
the KDK one (for further details we refer to Springel
et al. 2021), in a similar way as Zhu (2017). Hence,
this allow us to explore the case of an approximated
gravitational acceleration code, such as a tree code
(e.g. Barnes & Hut 1986), with different time-step se-
lection function. For that purpose, we perform some
tests using AKDK and HHS with the Tree version of
GADGET4. As in the case of direct summation tests
(§ 5.1), we simulated the fiducial isolated halo in such
a way that we can directly compare with the direct
summation code tests, including a non-symmetrized
time-step function. The middle panel of Figure 5
shows the results for the Tree code version of GAD-
GET4. For the corresponding fiducial AKDK (solid
blue line), GADGET4 opens three time-step rungs,

and for its HHS implementation (dotted black line),
it opens only two time-step rungs. Both integrators
show an energy drift similar to 10−3, however, HHS
(dotted black line) is 66% faster, but less accurate.
Motivated by this result, we ran a new HHS test de-
creasing the ηaccel parameter (dashed black line); the
energy is quite flat; therefore, energy conservation
after 40 tdyn is almost an order of magnitude better
than the fiducial AKDK (solid blue line), but it is 7%
slower. If we decrease ηaccel for the AKDK integrator
in order to match energy conservation (dashed blue
line), the wall-clock time is considerably larger, by
50%. Although this is a particular example model,
it is consistent with our previous tests. HHS is more
stable and for medium and long-term integrations
may be more efficient than AKDK, regardless of not
using the approximated symmetric free-fall particle
pairs time-step function (equations 9 and 10).

5.3. Fast Multipole Method Code: GADGET4

Gadget4 has implemented a different gravity
solver based on the Fast Multipole Method expan-
sion (FMM, e.g. Dehnen 2000, 2002). We ran the
same fiducial isolated halo, as in the previous section,
adopting the FMM scheme truncating the expansion
at the quadrupole term. Results are presented in the
lower panel of Figure 5. The blue solid line shows
the fiducial case using AKDK (ηaccel = 0.01125),
the corresponding HHS case (ηaccel = 0.01125, dot-
ted black line) is relatively faster (66%); however,
it is less accurate. We experimented lowering the
ηaccel parameter for HHS, and the energy evolution
is flat (dashed black line). We also decreased ηaccel
for AKDK (dashed blue line); the energy accuracy
is 10% worse but the wall-clock time is almost 100%
larger; therefore, there is no point in trying smaller
ηaccel values. The experiments with the GADGET4
FMM version also confirm the conclusions from our
direct summation tests.

6. PERFORMANCE

Although the adaptive nature of the HHS
and AKDK integrators may imply a higher effi-
ciency compared with the global-constant time-step
leapfrog, the benefit of taking adaptive time-steps is
evident only when the dynamical range is large. In
comparison with AKDK, HHS has a computational
overhead due to the recursive splitting of the Hamil-
tonian needed to build the time-step hierarchy.

We decided to make a short exploration of the
simulation parameters (accuracy, rung number, and
minimum time-step) with our direct summation
code. We present the results in Figure 6, which
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Fig. 6. Energy conservation as a function of wall-clock
time (normalized with respect to the red star case in up-
per panel) for the fiducial isolated halo (upper and mid-
dle panels) and for a cuspy halo including four live cuspy
satellites (bottom panel), for the HHS (solid circles) and
AKDK (stars) integrators. In the upper panel, we used
a Plummer softening ε = 0.007, and we varied the mini-
mum time step (dtmin,1 = 5.4×10−3, dtmin,2 = 1.1×10−2

and dtmin,3 = 2.2×10−2) but fixing the number of rungs
(6 and 5 for HHS and AKDK, respectively). In the mid-
dle panel, we used ε = 0.01, and we varied the num-
ber of rungs, but fixed the minimum time step (dtmin =
4.3×10−2). For the bottom panel, we used ε = 0.004, and
we varied the minimum time step (dtmin,1 = 6.4 × 10−3

and dtmin,2 = 1.3×10−2) but fixing the number of rungs
(6 and 3 for HHS and AKDK, respectively).The color
figure can be viewed online
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Fig. 7. Particle distribution across time-step rungs for
different selection functions: acceleration criteria (equa-
tion 5, stars) and the approximated symmetric free-fall
(equations 9 and 10, solid circles), for the fiducial isolated
halo using the same parameters as in Figure 1. Note that
the acceleration criterion has more particles with small
time step and that the free-fall criterion is almost the op-
posite, with potential consequences for the performance.
The color figure can be viewed online.

shows a pragmatic diagnostic of the integrator per-
formance: energy conservation vs. wall-clock time.
The upper and middle panels correspond to the fidu-
cial isolated halo. In the upper panel we fixed the
number of time-step rungs and we varied the min-
imum time-step; whereas in the middle panel, we
fixed the minimum time-step (same for both integra-
tors) and we varied the number of time-step rungs.
The lower panel corresponds to the cuspy halo in-
cluding four live cuspy satellites, a common situa-
tion in cosmological simulations that requires a large
dynamical range. In many cases HHS outperforms
AKDK. We may wonder what the reason is given the
extra computations related with the splitting pro-
cess. One possible suspect is the individual time-
step distribution. To investigate that, we built the
histogram of time steps for particles for the initial
conditions and at later times (see Figure 7). For
HHS (solid circles) it is clear that only a moder-
ate fraction of particles are found in the deepest
time-step rung. For AKDK the distribution is al-
most the opposite, there is a peak of particles in
the three deepest rungs, which translates into many
more time-steps than HHS. The difference in perfor-
mance is partly due to the time-step selection func-
tion, in agreement with Zemp et al. (2007); Grudić &
Hopkins (2020). Although tweaking parameters we
may obtain differences in performance and accuracy,
we noticed that for a defined energy conservation
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Fig. 8. As in Figure 1, but following the fiducial isolated halo up to 103 dynamical times (at scale radius). The color
figure can be viewed online.

threshold in many cases HHS outperforms AKDK,
because the energy growth is smaller for HHS than
for the standard AKDK implementation, allowing
HHS to use larger steps. Nevertheless, it is impor-
tant to mention that if all the particles are similarly
distributed in the time-step rungs for both integra-
tors the computational overhead of HHS starts to
play a more important role. This may happen for
very low resolution runs where the dynamical range
is artificially shortened. This is in agreement with
the middle panel of the figure, showing that only
when using more than three step runs HHS is faster
than AKDK. The time-step histogram presented in
Figure 7 is a handy tool to asses the situation.

Our conclusions are consistent with recent stud-
ies that published successful results using HHS with
GADGET4 and reaching an extremely large dynami-
cal range with multi-million particle numbers (Wang
et al. 2020).

7. LONG-TERM STABILITY

At this point we have compared the accuracy and
performance of the integrators for some dynamical
times. A natural question arises, whether the HHS
advantages are relevant for realistic long-term inte-
gration. Dark matter halos survive around 30− 200
dynamical times in cosmological simulations depend-
ing on the merger/accretion history (Klypin et al.
2015). As before, we investigated the stability of en-

ergy, linear and angular momentum and density cen-
troid for our fiducial isolated halo model, this time
for hundreds of dynamical times (see Figure 8). En-
ergy conservation of HHS (black) is quite close to
the global-constant time-step leapfrog (red) behavior
during the first 20− 40 dynamical times (consistent
with our previous tests). However, after that time
it starts to slowly drift which seems to get slower
at the end of the simulation (≈ 700 tdyn). AKDK
(blue) quickly drifts to a considerably larger energy
error and keeps systematically growing. The yellow
curve represents the HHS-sTSS version that delays
the time-step hierarchy updating. As we observed
before, it behaves as AKDK but with a smaller ac-
curacy, although it is faster (≈ 40%). For the lin-
ear and angular momentum all integrators preserve
them. However, while HHS preserves them almost
at machine precision, AKDK preservation is almost
8 orders of magnitude worse. A similar disparity is
obtained by following the halo centroid. Seeking a
cause of this difference in accuracy we tracked the
circular velocity in experiments with a smaller num-
ber of particles (N = 2000) evolving the system for
400 dynamical times at 2.1rs, where the circular ve-
locity peaks. Figure 9 shows the circular velocity
profile at several times. We found some differences,
but they are all inside 10%. We conclude that, at the
level of high accuracy, we do not expect important
differences between integrators, and performance is
the most relevant difference. As for as N -body simu-
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Fig. 9. Circular velocity curves for the fiducial iso-
lated halo with 2000 particles following the system for
long integration times. There is no systematic difference
between different integrators. The energy conservation
level is ≈ 10−5. The maximum circular velocity is scat-
tered inside 10% at different moments. The color figure
can be viewed online.

lations reaching a larger dynamical range, the small-
est structures may live for a larger number of dy-
namical times; in this context HHS may offer a more
stable option.

Recent studies regarding long-term N -body evo-
lution (Hernandez et al. 2020), suggest that long-
term integrations may be unstable to small changes
in initial conditions realizations. This may be partic-
ularly critical for highly non-linear situations like the
three-body problem. We generated a small ensemble
of realizations for the fiducial isolated halo and for
the sinking satellite problem. Results are shown in
Figure 10 only for Leapfrog (red) and HHS (black).
Indeed, some scatter is found; however, overall the
results are robust.

8. REVERSIBILITY AND TIME SYMMETRY

The above numerical experiments show that
there are certain parameter combinations where
HHS is more accurate than AKDK or, alternatively,
it is faster for a given energy accuracy. Because both
integrators have different parameters it is natural to
ask if there is a true advantage of HHS or if it is a
misleading result, dependent on our implementation,
accuracy or even particle number.

As we discussed in the introduction and in agree-
ment with Hairer et al. (2003) we performed time
symmetry and velocity reversibility tests using both
HHS and AKDK integrators; we used leapfrog with
a global-constant time-step as a reference case.

We chose the sinking satellite system as the test
bed because the satellite orbit allows easily to track
the system response in configuration space as well as
in energy. At three different moments, termed BW1,
BW2 and BW3, we reversed the velocity signs for
all particles, and for one case instead of velocities we
reversed the time sign; after that we continued the
integration. Figure 11 shows the global result of for-
ward (FW, solid lines) and backward (BW) evolution
(i.e. inverting the sign of velocities) of the satellite
distance to the halo center for all integrators, either
for high (left panels) or low (right panels) energy
conservation accuracy. For high energy conservation
accuracy (≈ 10−8, left panels), the differences in con-
figuration space are in general small, which is consis-
tent with Hernandez & Bertschinger (2018), where
they discuss that AKDK preserves quantities like
angular and linear momentum (see also Figure 3).
However, there are still some differences as we can
see in the lower panel. The satellite distance change
with respect to its own forward evolution (lower pan-
els) is a good diagnostic of reversibility. Clearly,
the position difference in HHS (black) regarding the
symplectic Leapfrog (red, global constant step) is be-
low the simulation resolution determined by the soft-
ening (horizontal grey line), while for AKDK (blue)
the calculated position difference is larger but close
to the simulation softening. At a less accurate en-
ergy conservation but more common in collisionless
simulations (10−3, right panels), differences between
forward and velocity reversal integration in Leapfrog
(global constant step) and HHS are still below the
simulation softening. However, AKDK has notable
differences that are well above the simulation reso-
lution and they are even detected in configuration
space. We also tracked the fractional energy change
(Figure 12). The first outstanding fact is the truly
reversible behavior of the global-constant time-step
leapfrog (upper panel); almost every peak and valley
is reproduced after the velocity reversal. The middle
panel shows the high accuracy tests for AKDK (blue
lines) and HHS (black lines), and the bottom panel
the corresponding low accuracy tests. For AKDK,
there is a roughly systematic growth for both for-
ward integration (blue solid opaque line) and also
after reversing velocities, suggesting that AKDK is
non-reversible. Instead, HHS is almost flat, suggest-
ing that it is approximately reversible. We also ran a
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Fig. 10. Error in conserved quantities for a NFW halo with N = 105 particles plus a satellite simulated up to 7
dynamical times. Shown is the energy error (upper left panel), the change in center of mass position (upper right
panel), the error in linear (lower left panel) and angular momentum (lower right panel) for the Leapfrog (red) and HHS
(black) integrators. Shaded portions represent one sigma standard deviation propagated from different realizations ran
under different random seeds. The color figure can be viewed online.
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Fig. 11. Reversibility test. For the sinking satellite experiment we reversed the velocity sign at different moments,
indicated by BW1 (dashed), BW2(dotted) and BW3 (dash-dot), and continued the integration. Solid lines represents
the forward integration. Purple line labels only indicate the line-style corresponding to the start of each FW/BW
integration. Upper panels show the normalized satellite distance as a function of time for the truly symplectic leapfrog
(red lines), the adaptive one AKDK (blue lines) and HHS (black lines) integrators. Lower panels show the difference
in position regarding the corresponding forward solution (solid lines). For high energy conservation accuracy (≈ 10−8,
left panels), there are some differences between integrators. However, they are inside (Leapfrog and HHS) or very close
(AKDK) to the simulation softening (horizontal grey line). For a lower energy conservation accuracy (≈ 10−3, right
panels), still HHS and Leapfrog position differences are inside the simulation softening, whereas the AKDK case is above
the simulation resolution. The color figure can be viewed online.
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Fig. 12. Fractional energy error before (solid opaque
lines) and after reversibility (dashed, dotted and dash-
dot lines for BW1, BW2 and BW3 moments, respec-
tively), for the same test of Figure 11. Top panel
shows the global-constant time-step leapfrog, middle
panel shows the higher accuracy in energy conservation
tests, and the bottom panel the lower accuracy tests.
Leapfrog is truly reversible. AKDK (blue lines) has a
systematic growth of energy, suggesting that it is non-
reversible. HHS (black lines) is almost flat with a small
drift of energy after ≈ 2 tdyn (4.5 tdyn) for the high (low)
accuracy test of the backward integrations, indicating
that it is approximately reversible. Note that the purple
line labels only indicate the line-style corresponding to
the start of each FW/BW integration. The color figure
can be viewed online.

test using HHS where we changed the time variable
sign. In this case, the energy presents a systematic
growth, showing that HHS is not time symmetric.
However, for the sake of clarity, it was not included.
We performed similar tests for the fiducial isolated
halo and obtained similar results. The small slope
showed in the energy drift suggests that HHS is ap-
proximately reversible. Furthermore the energy drift

is small compared to AKDK, which is non-reversible
and non time-symmetric. This in agreement with
Hairer et al. (2002) who showed that the symplectic
Störmer-Verlet-LeapFrog (AKDK) performs poorly
for an adaptive time-step integrator, unless the time-
step assigning function is properly selected with a
possible computational cost.

Figure 5 shows that even GADGET4 with the
selection function given by equation 5 and its im-
plementation of HHS allows, under certain condi-
tions, for a faster or more accurate integration than
AKDK. Figure 13 investigates the reversibility of
HHS and AKDK in the Tree (upper panel) and
FMM (lower panel) implementations using GAD-
GET4. The forward (FW) evolution of both inte-
grators is shown with solid opaque lines, and the
backward (BW) evolution after changing the veloc-
ity sign, at 40 tdyn, is shown with dashed lines. For
the Tree gravity solver using HHS, the energy drift
for both forward and backward evolution is similar,
particularly during the first 10 tdyn. However, al-
though encouraging, we do not have enough evidence
to claim that HHS is reversible. The time-step func-
tion adopted by GADGET4 may be the reason it
is slightly different to our tests with a direct sum-
mation code. On the other hand, the reversed inte-
gration of AKDK shows a discontinuous change in
its slope, indicating that it is not reversible. We
conclude that Tree-HHS is more stable than Tree-
AKDK. For the FMM gravity solver the test is not
conclusive, because it does not show a significantly
smaller slope in energy drift using the HHS scheme
(Hierarchical Gravity).

9. DISCUSSION AND CONCLUSIONS

Using a GPU direct summation N -body code,
we tested and characterized the Hierarchical Hamil-
tonian Splitting (HHS) integrator proposed by Pelu-
pessy et al. (2012), but we focused on collisionless
simulations. As a reference we compared with the
global-constant time-step symplectic Leapfrog inte-
grator and the widely used Adaptive one (AKDK).
We also complemented our study using the HHS im-
plementation in GADGET4 (dubbed as hierarchical
gravity, Springel et al. 2021), which uses a different
time-step selection function and approximate force
solvers (Tree and FMM).

As recently discussed (e.g. Dehnen 2017), there
is no general solution for a symplectic adaptive
multi time-step integrator, although there are several
proposals (e.g. Huang & Leimkuhler 1997; Hairer
1997; Calvo et al. 1998; Hardy et al. 1999; Farr
& Bertschinger 2007). The problem is not exclu-
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Fig. 13. Reversibility test for GADGET4. We fol-
lowed the fiducial isolated halo using the GADGET4
code (shown with solid opaque lines) and we reversed
the sign of particle velocities at around 40 tdyn (dashed
lines). Upper panel (Tree-GADGET4): for HHS with
a non-symmetrized step function, remarkably up to 60
tdyn the energy drift stays flat, then it slowly starts to
grow. For AKDK the reversed integration just contin-
ues the forward systematic growth. Lower panel: For
FMM with HHS and AKDK using a non-symmetrized
step function, the energy drift grows systematically for
both integrators. We can see that Tree-GADGET4 with
HHS and the non-symmetrized step function could be
approximately reversible or at least more stable. How-
ever, more studies are required. The color figure can be
viewed online.

sive of astrophysics; the field of differential equa-
tions of dynamical systems has extensively reviewed
the subject (Hairer et al. 2002). In particular, it
is important to say that adaptive and multi-step
techniques are not identical but they are related.
Hernandez & Bertschinger (2018) address the im-
portant case of adaptive time steps, inspired by
Hairer et al. (2002). They discuss what is called the
“backwards error analysis” in order to explore com-
monly used integrators in astrophysics, concluding
that symplecticity, time symmetry and reversibility
are not the same and they are not always a guaran-
tee of energy conservation. Nevertheless, the KAM
(Kolmogorov-Arnold-Moser) theorem assures stabil-
ity for symplectic (geometrical) and reversible in-

tegrators (Hairer et al. 2002) in contrast to non-
reversible ones, like AKDK with the standard time-
step selection function. The case of multi-step inte-
gration, requires extra conditions like the so called
impulse (splitting) or averaging (less often force eval-
uation) techniques (Hairer et al. 2002). Similar prob-
lems have been discussed in the molecular dynamics
field, and the r-RESPA method (Tuckerman et al.
1992) that is a splitting technique has been ap-
plied to the long-short range splitting case or mul-
tiple mass segregation with considerable advantage
in performance. An important feature is that such
approaches to the multi-step problem resulted in a
symmetric or reversible method, not in a symplec-
tic one. The major concrete benefit has been an
improvement in the performance at a given energy
accuracy. A similar situation applies to HHS, the
case we study in this paper. HHS is a composition
of Fast and Slow operators (Pelupessy et al. 2012)
and based in our numerical experiments it is approx-
imately reversible, which explains the performance
advantage shown in § 6. The discussion in Hairer
et al. (2002) and Hernandez & Bertschinger (2018)
shows that the reversibility depends on the symme-
try under a velocity sign change of hamiltonian and
the corresponding time-step assigning function, and
not on the accuracy of gravity calculation or parti-
cle number. The particular case of equation 10 is an
approximate 1st order version of the one proposed
by Hut et al. (1995) that depends only on the mod-
ule of particle pairs relative velocities; therefore it is
reversible. A future interesting avenue inspired by
the r-RESPA method presented by Tuckerman et al.
(1992) is the extension already discussed by Porte-
gies Zwart et al. (2020). We experimented with the
strategy motivated by the multi-step averaging tech-
nique (Hairer et al. 2002), updating the time-step hi-
erarchy only at a given number of global time-steps
(dubbed as HHS-sTSS, Figures 1 and 8). There is a
gain in CPU time; however, the energy drift increases
suggesting that further investigation is required.

Our results are summarized below:

1. Based on reversibility and time symmetry tests
we concluded that HHS is not time symmet-
ric but it is approximately reversible; it is also
more stable than AKDK for a given energy ac-
curacy. Although the exact correspondence be-
tween forward and backwards integration lasts
only for few dynamical times, even for ten dy-
namical times the energy drift growth is small.
In contrast, the AKDK energy drift grows sys-
tematically with time, clearly showing that it is
non-reversible using the commonly used time-
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step selection function. Based in our tests HHS
reversibility explains the advantage in perfor-
mance regarding AKDK. Based on the Hairer
et al. (2002) discussion and the used time-step
selection functions that depend only on the ve-
locity module, such properties are independent
of accuracy in gravity calculation and of particle
number.

2. Our findings with the direct summation code
may be also relevant for the high accuracy and
costly section (PP) of codes using the P3M tech-
nique, as it has been also shown in molecular
dynamics studies (Plimpton et al. 1997).

3. In agreement with our direct summation code
tests, changing the time-step selection function
for a non-symmetrized one, it is possible to find
a combination of parameters in GADGET4 (us-
ing both the Tree and FMM code version) where
HHS is more efficient than AKDK. We found
approximate reversibility for the Tree Gadget4
test. However, for FMM Gadget4 our tests were
inconclusive.

4. The population of particle histogram across the
time-step rungs is useful to find a convenient
parameter combination for the integrators.
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THE BONDI-HOYLE ACCRETION TAIL OF POINT SOURCES 
TRAVELLING HYPERSONICALLY THROUGH A DENSE ENVIRONMENT

A. C. Raga1, J. Cantó2, A. Castellanos-Ramı́rez2, A. Rodŕıguez-González1, and P. R. Rivera-Ortiz3

Received December 16 2021; accepted March 21 2022

ABSTRACT

We present a model for the “Bondi-Hoyle tail” left behind by the hypersonic
passage of a compact, massive object through a dense, radiative environment. We
derive simple equations for the flow velocity and the mass along the tail, and obtain
numerical and approximate analytical solutions for the steady state problem. We
then study a time-dependent problem in which the source first travels within a
dense cloud, and then emerges into a low density environment. This flow results
in the production of a trail of dense gas joining the source at the point in which it
emerged from the dense cloud. This trail has a linear velocity vs. position profile.

RESUMEN

Presentamos un modelo para una “cola de Bondi-Hoyle” producida por el
pasaje hipersónico de un objeto compacto masivo a través de un medio ambiente
radiativo. Derivamos ecuaciones sencillas para la velocidad y la masa del flujo a
lo largo de la cola, y obtenemos soluciones numéricas y anaĺıticas aproximadas del
problema estacionario. Luego estudiamos el problema con dependencia temporal
de una fuente que primero viaja dentro de una nube densa y luego emerge a un
medio ambiente de baja densidad. Este flujo tiene como resultado la producción
de una estela que conecta la fuente con el punto del cual ésta emergió de la nube
densa. Esta estela tiene una velocidad que depende linealmente de la posición.

Key Words: accretion, accretion discs — hydrodynamics — ISM: jets and outflows
— ISM: kinematics and dynamics — stars: winds, outflows

1. INTRODUCTION

The gravitational interactions due to a compact
object moving through an environment were first
studied by Bondi & Hoyle (1944). These interactions
result in the deviation towards the symmetry axis of
the streaming environment, and the formation of a
“tail” of material behind the compact object (part
of which ends up accreting onto the object). This
flow is now called “Bondi-Hoyle (B-H) accretion”,
and the trail of perturbed material left behind by
the moving object is the “B-H tail”.

Most of the studies of B-H accretion have concen-
trated on evaluations of the gravitational drag on the
compact object (see, e.g., Dokuchaev 1964; Ostriker
1999; Sánchez-Salcedo 2009; Cantó et al. 2011; Lee
& Stahler 2014). This problem has recently gained

1Instituto de Ciencias Nucleares, UNAM, CDMX, México.
2Instituto de Astronomı́a, UNAM, CDMX, México.
3Univ. Grenoble Alpes, Observatoire de Grenoble, Greno-

ble, France.

interest in the context of planets within accretion
disks. Some of the relevant papers are:

• Cantó et al. (2013): a model for the drag on
a point source within a disk with a Gaussian
vertical density profile

• Thun et al. (2016): axisymmetric simulations
from which they calculate the total hydrody-
namic+gravitational drag on a rigid sphere,

• Masset & Velasco Romero (2017) and Velasco
Romero & Masset (2020): show that radiative
heating from emission of a point source can have
strong effects on the gravitational drag.

In the present paper, we focus on the dynam-
ics of the B-H tail left behind by a high velocity,
compact object. This tail, seen in numerical simula-
tions of hypersonic compact objects moving through
a dense, highly radiative medium (see, e.g., Cantó et
al. 2011) is formed by the convergence of the stream-

215

Revista Mexicana de Astronomía y Astrofísica, 58, 215–222 (2022)
© 2022: Instituto de Astronomía, Universidad Nacional Autónoma de México
https://doi.org/10.22201/ia.01851101p.2022.58.02.04

https://doi.org/10.22201/ia.01851101p.2022.58.02.04
https://doi.org/10.1051/aas:2000214
https://doi.org/10.1051/aas:2000214
https://doi.org/10.1098/rsta.2011.0269
https://doi.org/10.1007/BF00873538
https://doi.org/10.1007/BF00873538
https://doi.org/10.1051/0004-6361/200810860


©
 C

o
p

y
ri

g
h

t 
2

0
2

2
: 
In

st
it
u

to
 d

e
 A

st
ro

n
o

m
ía

, 
U

n
iv

e
rs

id
a

d
 N

a
c

io
n

a
l A

u
tó

n
o

m
a

 d
e

 M
é

x
ic

o
D

O
I:
 h

tt
p

s:
//

d
o

i.o
rg

/1
0

.2
2

2
0

1
/i

a
.0

1
8

5
1

1
0

1
p

.2
0

2
2

.5
8

.0
2

.0
4

216 RAGA ET AL.

Fig. 1. Schematic diagram showing a plane flow travel-
ling in the +x direction with a velocity v0, which is per-
turbed by the gravitational attraction of a point source
of mass M located at the origin of the xy-coordinate
system. The thick curve shows the trajectory of a free-
streaming fluid parcel with an initial impact parameter ξ.

ing environment onto the axis defined by the motion
of the compact object.

Under the assumption of a locally well mixed
flow, we derive the equations for the motion of the
flow along the B-H tail, and derive a full numeri-
cal solution and an approximate analytic solution of
the velocity and mass distribution of the tail (§ 2).
We then study a time-dependent problem of the B-H
tail left behind by compact object which first trav-
els within a dense cloud, and then emerges into a
low density environment (§ 4). The applicability of
the B-H tail model to different kinds of compact ob-
jects is then discussed (§ 5). A discussion of the
strong cooling assumption in our analytic model is
presented in § 6. Finally, the results are summarized
in § 7.

2. THE STEADY B-H TAIL

2.1. The Free-Streaming Trajectories

Let us consider a point mass M located at the
origin of an xy-coordinate system, immersed in a
hypersonic flow impinging along the x-axis, which is
homogeneous and has a velocity v0 for x → −∞.
This situation is shown in the schematic diagram of
Figure 1.

A fluid parcel impinging with an initial impact
parameter ξ will follow the free-streaming trajectory

r =
ξ2

ξ0(1 + cos θ) + ξ sin θ
, (1)

where

ξ0≡
GM

v20
≈ [1.33× 1012 cm]

(
M

M�

)(
100 km s−1

v0

)2

,

(2)
G is the gravitational constant, θ the angle measured
from the x-axis and r the spherical radius (see Fig-
ure 1).

The components of the velocity of the fluid parcel
along this trajectory are:

vx =
v0
ξ

(ξ + ξ0 sin θ) ; vy = −v0ξ0
ξ

(1 + cos θ) ,

(3)
The flow parcels with impact parameter ξ then

intersect the x-axis at a position

x =
ξ2

2ξ0
, (4)

with an axial velocity

vx = v0 . (5)

A more detailed derivation of these equations is given
by Cantó et al. (2011).

The flow parcels arriving at the x-axis join a tur-
bulent B-H tail into which they feed mass and mo-
mentum. This is described in the following subsec-
tion.

2.2. Mass and Momentum Fed into the B-H Tail

Let us consider the mass fed at position x in an
interval ∆x along the B-H tail. From equation (4)
we obtain the range of impact parameters

∆ξ =
ξ0
ξ

∆x =

√
ξ0
2x

∆x (6)

of the flow parcels that arrive onto the axis inside
∆x.

As the impinging flow is homogeneous (of density
ρ0), the mass injection rate of the flow parcels within
the ∆ξ impact parameter range is:

∆Ṁ = ρ0v02πξ∆ξ . (7)

Combining equations (4), (6) and (7) we then
obtain the mass rate fed per unit length into the
tail:

ṁ =
∆Ṁ

∆x
= 2πξ0ρ0v0 , (8)

which is independent of the position x along the tail.
From equations (5) and (8) we find that the momen-
tum injected per unit length into the tail is simply

ṁv0 = 2πξ0ρ0v
2
0 . (9)

2.3. The Equations of Motion for the B-H Tail

The mass σ per unit length along the B-H tail
satisfies continuity and momentum equations of the
form:

∂σ

∂t
+
∂σv

∂x
= 2πξ0ρ0v0 , (10)
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∂σv

∂t
+
∂σv2

∂x
= 2πξ0ρ0v

2
0 −

GM

x2
σ , (11)

where v is the velocity along the B-H tail. In these
equations we have considered the mass and momen-
tum rates injected by the material accreting onto the
tail (equations 8 and 9) and the gravitational force of
the perturber. We have also neglected the pressure
force along the axis of the B-H tail, as appropriate
for a flow with strong radiative cooling.

We now define the dimensionless variables

t′ ≡ t

t0
; x′ ≡ x

ξ0
; v′ ≡ v

v0
; σ′ ≡ σ

σ0
, (12)

with ξ0 given by equation (2) and

t0 ≡
ξ0
v0

; σ0 ≡ 2πξ20ρ0 . (13)

In terms of these dimensionless variables, equations
(10-11) take the form:

∂σ′

∂t′
+
∂σ′v′

∂x′
= 1 , (14)

∂σ′v′

∂t′
+
∂σ′v′

2

∂x′
= 1− σ′

x′2
, (15)

in which the terms representing the mass and mo-
mentum incorporation into the tail take a unitary
value.

2.4. The Stationary Case

The equations for a stationary B-H tail are ob-
tained by setting the time derivative in equations
(14-15) to zero, giving:

dσ′v′

dx′
= 1 , (16)

dσ′v′
2

dx′
= 1− σ′

x′2
. (17)

Equation (16) can be integrated to obtain:

σ′v′ = x′ − x′0 , (18)

where x′0 (an integration constant) is the position
along the tail which separates a negative velocity re-
gion (for x′ < x′0, of material accreting onto the point
mass) from a positive velocity region (for x′ > x′0,
with tail material that escapes from the point mass).

Combining equations (17-18) we obtain a differ-
ential equation involving only the velocity:

dv′

dx′
=

(1− v′)x′2v′ − (x′ − x′0)

(x′ − x′0)x′2v′
. (19)

This equation has a critical point at [x′ = x′0, v′ = 0],
in which both the numerator and denominator of the
right hand term are zero. The desired critical solu-
tion has to go through this critical point, smoothly
joining the accreting x′ < x′0 region and the escaping
x′ > x′0 region.

One can find the value of σ′ at the critical point
by first taking the x′ → x′0 limit of equation (18):

σ′(x′0) =
1

(dv′/dx′)x′
0

, (20)

and in this limit equation (19) becomes:(
dv′

dx′

)
x′
0

=
1

x′0
2 . (21)

We therefore obtain:

σ′(x′0) = x′0
2
. (22)

We have been unable to find analytical expres-
sions for the position x′0 of the critical point nor for
the v′(x′) solution of equation (19), and therefore
proceed numerically. There are two standard options
for finding critical solutions numerically:

• with a shooting method, in which successive in-
tegrations (of equation 19) starting at a small
x′ (integrating in the +x′-direction) and at a
large value of x′ (in the −x′-direction) are cal-
culated with different initial v′ values, until two
solutions with a good match at the critical point
are found,

• integrating the time-dependent equations (in
our case, equations 14-15) and letting them re-
lax to the stationary solution.

We have chosen this second possible approach.
We integrated the time-dependent equations (14-15)
with a simple, finite-difference method, starting with
a (σ′ = 10−3, v′ = 0) uniform initial condition. It
would be more natural to choose a σ′ = 0 initial con-
dition (corresponding to a B-H with no initial mass),
but this is unsuitable for carrying out the first inte-
gration step of the finite-difference method. We find
that for a dominion of spatial extent x′max, at a time
t′relax ≈ x′max, the solution converges to a stationary
solution. We therefore integrate for a time = 10x′max
to guarantee convergence.

The stationary solution obtained in this way is
shown in Figure 2. We find that the critical point at
which the flow velocity goes from negative to positive
velocities is located at x′0 ≈ 1.51. At this point, the
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Fig. 2. Stationary solution for the dimensionless veloc-
ity v′ (top) and mass per unit length σ′ (bottom) as a
function of dimensionless distance x′ of the flow along a
B-H tail. The solid lines correspond to the numerical so-
lution, and the (barely distinguishable) short dash lines
to the analytic approximation of equations (23-24). The
long dash lines show our second analytic approximation
given by equations (25) and (30).

density is σ′0 = 2.19. These values of x′0 and σ′0
approximately satisfy equation (22).

We find that the v′(x′) stationary solution (ob-
tained numerically, see above) can be well repro-
duced with a simple, single parameter fitting func-
tion of the form

v′a(x′) = 1−
(
x′0
x′

)1/x′
0

, (23)

with the x′0 ≈ 3/2 of the numerically determined
critical point. The corresponding approximation for
the dimensionless density σ′ can then be calculated
from equation (18), obtaining:

σ′a(x′) =
x′ − x′0

1− (x′0/x
′)
1/x′

0

. (24)

The analytical approximations of equations (23-24)
with x′0 = 3/2 are shown in Figure 2.

We now present a purely analytic derivation of a
similar approximate solution. This is done as follows:

a. We consider a fitting function of the form:

v′b(x
′) = 1−

(
x′0
x′

)β
, (25)

with arbitrary constants x′0 and β,

b. From this equation we compute the first and
second derivatives with respect to x′ at position
x′0: (

dv′b
dx′

)
x′
0

=
β

x′0
, (26)

(
d2v′b
dx′2

)
x′
0

= −β(1 + β)

x′0
2 , (27)

c. And then obtain the first and second derivative
of v′(x′) at x′ = x′0 from equation (19) and its
x′-derivative: (

dv′

dx′

)
x′
0

=
1

x′0
2 , (28)

(
d2v′

dx′2

)
x′
0

=
4(1− x′0)

x′0
4 , (29)

d. Finally, equating (26) to (28) and (27) to (29)
we obtain:

x′0 =
5

3
; β =

1

x′0
=

3

5
. (30)

The resulting v′b(x
′) (obtained substituting the val-

ues of equation 30 in equations 23 or 25) is shown
in Figure 3. We see that it is a reasonable approxi-
mation for the numerically obtained v′(x′), but it is
less accurate than the x′0 = 3/2 fit to the numerical
results (see above and Figure 2).

3. POINT MASS EMERGING FROM A DENSE
CLOUD

Let us now consider the problem of the B-H tail
produced by a point mass that first travels within a
dense environment, and then suddenly emerges into
a very low density environment. This situation can
be modeled using equations (14-15) for the region
of the flow within the dense cloud, and with similar
equations with no mass/momentum deposition (i.e.,
setting to zero the unitary terms on the right hand
side of equations 14-15).

We have carried out a numerical integration in
which a dense environment of density ρ0 (with which
we normalize the equations, see equation 13) im-
pinges on the point mass for a time t′0 = 100 (corre-
sponding to a displacement x′0 = 100 of the point
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Fig. 3. Dimensionless velocity (top) and mass per unit
length (bottom) as a function of distance (in a reference
frame at rest with respect to the environment) for the
time-dependent B-H tail produced by a point mass that
emerges from a dense cloud (in the z′ < 100 region)
into a low density environment (for z′ > 100). The left
curves correspond to a time t′ = 100, and the right curves
to t′ = 1000, with the successive curves at ∆t′ = 100
intervals.

mass with respect to the environmental gas), fol-
lowed by a zero density impinging environment for
t′ > t0. The chosen value for t′0 allows an approx-
imately stationary B-H tail to develop behind the
point mass.

We plot the results in a reference system that is
at rest with respect to the environmental gas. We
therefore use z′ = t′ − x′ as spatial coordinate (with
the point mass travelling in the +z′ direction) and a
velocity v′z = 1− v′.

The results obtained from the simulation are
shown in Figure 3. In this Figure, we show the ve-
locity v′z and the mass σ′ along the B-H tail as a
function of z′ at time intervals ∆t′ = 100. The first
curves (with the shortest z′ extensions) correspond
to t′ = 100 (i.e., the moment at which the point

source emerges from the edge of the dense cloud, at
a position z′ = 100, see above), and the most ex-
tended curves correspond to t′ = 1000.

The velocity distributions show a high peak close
to the positions of the point mass, which correspond
to the v′ → −∞material accreting onto the compact
object. This region of high v′z has very low mass per
unit tail length σ′ (as can be seen comparing the top
and bottom frames of Figure 3).

In the region from the point of emergence from
the cloud (at z′ = 100, see above) to the point with
v′z ≈ 1 the B-H tail develops a linear ramp of increas-
ing velocities (top frame of Figure 3), due to a “ve-
locity sorting” of the material in the free (x′ > x′0)
region of the tail. This “Hubble velocity law” region
has a mass σ′ that rapidly drops for increasing z′

values.
Through the velocity sorting mechanism, the B-H

tail generated by the point mass when it was within
the “dense cloud region” (i.e., in the z′ ≤ 100 re-
gion) at later times becomes very extended (e.g.,
from z′ → 1000 for t′ = 1000), and might be easier
to resolve with limited resolution observations. This
long tail has a total mass that is somewhat smaller
than the mass that is dragged out from the dense
cloud, as part of the B-H tail is accreted onto the
point mass.

4. APPLICABILITY OF THE MODEL

Let us now consider the nature of the “point
mass” producing a B-H tail. The clear candidate
for producing this flow would be a black hole or a
neutron star. Also, runaway compact objects from
planets to different types of star could in principle
produce B-H tails under the conditions that are dis-
cussed below.

The region of the B-H tail following the motion of
the source is produced by material with impact pa-
rameters ≤ ξ0 (see equations 1-2). Therefore, for this
region of the tail to be formed the condition R∗ < ξ0
(where R∗ is the radius of the source) has to be satis-
fied. Combining this condition with equation (2) we
then see that the velocity v0 of the source relative to
the environment must satisfy the condition:

v0 < vmax ≡
√
GM∗
R∗

. (31)

Table 1 gives estimates of vmax for a selection of
planets, main sequence stars and compact stars (a
white dwarf and a neutron star). It is clear that an
Earth-like planet will develop a B-H tail only if it is
travelling at a velocity < 8 km s−1, and a “Jupiter”
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TABLE 1

MAXIMUM VELOCITY AND MINIMUM ENVIRONMENTAL DENSITIES FOR DIFFERENT OBJECTS

Earth Jupiter Sun O7V White dwarf Neutron star

M [M�] 3.0× 10−6 9.5× 10−4 1.0 40 1.0 1.5

R∗ [R�] 9.2× 10−3 0.10 1.0 10 10−2 1.4× 10−5

Ṁ [M�/yr] . . . . . . 3× 10−14 10−6 . . . 2× 10−11

vw [km/s] . . . . . . 400 2500 . . . ∼ 3× 105

vmax [km/s] 7.9 42 440 880 4400 1.4× 105

nc [cm−3] . . . . . . 1.6× 104 2.1× 109 . . . 0.3

at velocities < 40 km s−1 with respect to the sur-
rounding environment.

If the source of the B-H tail has a stellar wind,
we will have a wind/environment bow shock of char-
acteristic size

Rbs =

√
Ṁvw

4πρ0v20
, (32)

where vw and Ṁ are the terminal velocity and the
mass loss rate (respectively) of the stellar wind. The
bow shock will deflect the environmental material
with impact parameters < Rbs, so for the inner part
of the B-H tail to be formed, the condition ξ0 > Rbs
has to be met. For a star (with vw, Ṁ) moving at a
velocity v0, we then need an environmental density

ρ0 > ρc ≡
Ṁvwv

2
0

4πG2M2
, (33)

where in the right hand term have set Rbs = ξ0 (see
equation 2) in equation (32).

In Table 1 we give the minimum number densi-
ties nc = ρc/(1.3mH) (where mH is the hydrogen
mass and we assume a 10% He abundance) obtained
for a source velocity v0 = 100 km s−1. We see that
a “halo population” solar type star passing through
the plane (with typical velocities ≈ 100 km‘s−1 with
respect to the galactic plane IMS), will only form a
B-H tail when going through a particularly dense re-
gion (e.g., a molecular cloud) of n > 104 cm−3. On
the other hand, because of its strong stellar wind, a
runaway O star will never develop a B-H tail, as
the required environmental densities for confining
the bow shock are too high (see Table 1).

Clearly, the best potential candidates for produc-
ing observable B-H tails are white dwarfs and neu-
tron stars (see Table 1). A standard white dwarf
does not have a detectable wind, and a neutron star
could have an appreciable relativistic wind (as im-
plied by some of the observed pulsar wind nebulae,

see, e.g., Kargaltzev & Pavlov 2007). However, a
relatively low density environment should be able to
confine this wind (see the last row of Table 1). Of
course, a black hole (not included in Table 1) will
produce a B-H tail even if it is travelling at relativis-
tic velocities.

5. THE STRONG RADIATIVE COOLING
APPROXIMATION

In this section we discuss under which conditions
there is strong radiative cooling in the B-H tail. In
our solution, the characteristic size of the flow both
across and along the symmetry axis is ξ0 (see equa-
tion 2). The condition for radiative cooling to be im-
portant is that the cooling distance dcool behind the
shock (through which the material enters the shock)
has to be smaller than ξ0. In the dcool ≈ ξ0 limit, we
will have a tail of radius also ≈ ξ0.

If the cross section of the tail has a cylindrical ra-
dius ≈ ξ0, the material (of impact parameter ≈ ξ0)
entering the tail goes through a shock of velocity
≈ v0 (see equation 3) and preshock density ≈ n0 (see
equation 8). The cooling distance behind this shock
can be estimated using plane-parallel shock models.
A possible analytic fit to the cooling distances of the
conveniently well tabulated shock models of Harti-
gan et al, (1987) is:

dcool=

(
100 cm−3

n0

){[
3× 1011cm

] ( v0
100 km s−1

)−6.4
+
[
8× 1013cm

] ( v0
100 km s−1

)5.5}
, (34)

appropriate for the v0 = 20 → 400 km s−1 shock
velocity range.

Now, setting dcool = ξ0 and using equations (2)
and (34), we find an estimate for the minimum en-
vironmental density ncool for which the material in
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Fig. 4. Minimum environmental number density ncool

for producing a radiative, B-H tail as a function of the
velocity v0 of motion of a one solar mass point source.
The density scales as the inverse of the mass of the point
source (see equation 35).

the Bondi-Hoyle tail has substantial cooling:

ncool
100 cm−3

=

(
M�
M

)[
0.224

( v0
100 km s−1

)−4.4
+59.9

( v0
100 km s−1

)7.5]
. (35)

In Figure 4, we give ncool as a function of v0 for a
1 M� point mass source. We see that for a 1 M�
object travelling at a ≈ 100 km s−1 velocity, an envi-
ronmental density of at least≈ 105 cm−3 is necessary
for the B-H tail to be radiative.

If this condition is not met, the tail will not be ra-
diative, and the tail solutions of sections 2 and 3 are
strictly not applicable. However, when comparing
“thin flow solutions” (such as our present B-H tail
solution) with numerical simulations, one finds that
even for the case of non-radiative flows (in which the
flow interaction regions are not narrow) the thin-flow
solutions are still a reasonable approximation. This
is the case, e.g., for stellar wind bow shocks (see,
e.g., Raga et al. 1987). Further work will have to be
done to see to what extent our present B-H tail an-
alytic model agrees with non-radiative gas dynamic
simulations.

6. SUMMARY

We have presented a model for the dynamics of
the dense tail of material left behind by a point mass
in hypersonic (but non-relativistic) motion with re-
spect to the surrounding environment. Under the

assumptions of ballistic motion for the environment
(before entering the tail) and locally well mixed ma-
terial along the tail, the steady state is described by
a quite simple differential equation (see equation 19).

We have been unable to find a full analytic so-
lution for the steady B-H tail. However, we have
numerically integrated the time-dependent equations
to achieve the steady state (and therefore avoid find-
ing the position of the critical point with a shooting
method). We also find approximate analytic solu-
tions that agree well with the numerical results.

We then studied the time-dependent problem of
a B-H tail developed in the passage of the point
source within a dense environment, followed by the
emergence of the source into a very low density en-
vironment. This flow results in an extended “veloc-
ity sorted” (linear velocity vs. position) region of
dragged out material joining the emerged source to
the dense cloud.

Both of the solutions described in this paper have
a constant velocity v0 for the source. This, of course,
limits the models to cases in which the perturbed
environmental mass is small relative to the source
mass. Clearly, it would be also possible to study
cases in which the gravitational drag and the accre-
tion modify the velocity of the source.

In order for the B-H tail to be produced, the mo-
tion v0 has to be slower than the escape velocity from
the surface of the source (as otherwise the source it-
self will directly accrete or displace the material that
would form the tail, see section 4). Clearly, this does
not introduce strong constraints on the motion in the
case of neutron stars (with relativistic escape veloc-
ities) or black holes, but is an important limit for
planetary or stellar sources.

Also, if the source has a stellar wind, it will pro-
duce a cometary bow shock that can stop the forma-
tion of the B-H tail. For a given motion v0, one can
calculate the minimum value of the environmental
density ρ0 for which the bow shock will be confined
to a small enough size. This condition implies high
environmental densities (such as would be found in
dense molecular clouds) in order for main sequence
stars to be able to form B-H tails, We note that at
least some pulsars have quite substantial relativis-
tic winds (see, e.g., the review of Kargaltsev et al.
2017). However, these winds would be confined by
relatively low density environments (see § 4).

We leave our model without a direct application
to observed objects. It should be considered as a
possibility for modelling runaway compact objects
followed by trails of emitting gas, possibly joining
them to a dense cloud from which they have emerged.
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We will explore different possible objects in a future
study.

This work was supported by the DGAPA
(UNAM) grant IG100422. A.C.R. acknowledges sup-
port from a CONACyT postdoctoral fellowship. We
acknowledge an anonymous referee for comments
which (among other things) led to the results of § 5.
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Cantó, J., Esquivel, A., Sánchez-Salcedo, F. J., & Raga,
A. C. 2013, ApJ, 762, 21, https://doi.org/10.

1088/0004-637x/762/1/21
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Ap. 70-468, C. P. 04510, CDMX, México.
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THE OVERCONTACT BINARY V563 LYRAE
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ABSTRACT

Radial velocity (RV) and light curve (LC) data for the overcontact binary
V563 Lyr have been obtained and analysed with the 2003 version of the Wilson-
Devinney (WD) code with results K1 = 147.4± 2.1 km/s, K2 = 247.2± 1.1 km/s,
RVγ = 22.5 ± 1.5 km/s, qsp = 0.596 ± 0.008, M1 = 2.49(4)M�, M2 = 1.45(4)M�,
R1 = 2.23(2)R�, R2 = 1.81(2)R�. A third component was identified, with radial
velocity RV3 = 18.8 ± 6.7 km/s. Inserting the derived parameters of the eclips-
ing pair into a Log (L)-Log (Teff) plot for each star using data from Yakut and
Eggleton (2005) suggested that both stars are over-luminous and evolved to, and
perhaps past, the terminal age main sequence (TAMS). The companion (star 3) has
a spectral type of A0 ± 1 spectral subclass but cannot be gravitationally bound
to the eclipsing pair, as its flux would dominate that of the pair, which was not
observed. The companion must lie at some other distance.

RESUMEN

Presentamos curvas de velocidad radial (RV) y de luz (LC) para la binaria
en sobrecontacto V563 Lyr, y se analizan con la versión 2003 del código Wilson-
Devinney (WD). Los resultado son: K1 = 147.4± 2.1 km/s, K2 = 247.2± 1.1 km/s,
RVγ = 22.5 ± 1.5 km/s, qsp = 0.596 ± 0.008, M1 = 2.49(4)M�, M2 = 1.45(4)M�,
R1 = 2.23(2)R�, R2 = 1.81(2)R�. Se identifica una tercera componente con ve-
locidad radial RV3 = 18.8± 6.7 km/s. Al insertar los parámetros del par eclipsante
en un diagrama Log (L)-Log (Teff) para cada estrella usando los datos de Yakut
y Eggleton (2005) se infiere que ambas estrellas son sobre-luminosas y han evolu-
cionado hasta el punto terminal de la secuencia principal (TAMS), o más allá. La
tercera estrella tiene un tipo espectral estimado de A0 ± 1, pero no puede estar
ligada gravitatoriamente al par eclipsante, pues su flujo dominaŕıa al del par, lo
cual no se observa. La tercera estrella tiene que estar a mayor distancia.

Key Words: binaries: close — stars: individual: V563 Lyrae — stars: variables:
RR Lyrae — techniques: spectroscopic

1. INTRODUCTION

V563 Lyr (BD+40 3480, NSV 11321,
NSVS 5499431, TYC 3122-495-1) was discov-
ered by Hoffmeister (1965) as one of his many
variables. It was later listed in the NSVS (Kukarkin
& Kholopov 1982). There were 44 visual minimum
estimates performed between 1995 to 1997 (Bel-
traminelli and Dalmazio 1999), and Beltraminelli
et al. (1999) then obtained three new photoelectric

1Mountain Ash Observatory, Prince George, BC, Canada.
2Desert Blooms Observatory, Benson, AZ.
3Guest User, Canadian Astronomy Data Centre, which is

operated by the Dominion Astrophysical Observatory for the
National Research Council of Canada’s Herzberg Institute of
Astrophysics.

minimum timings, thereby refining the period. The
latter also obtained photoelectric observations in B
and V ; displayed the light curves in V and B − V ,
and concluded that the system was a contact binary
belonging to the W UMa type. Based on the B − V
colour index, they estimated the spectral type to be
F5.

After that there were many eclipsing timings re-
ported in the literature, and Akerlof et al. (2001)
indicated that the system was part of the ROTSE
survey (Akerlof et al. 2000).

V563 Lyr was included in the multi-paper DDO
radial velocity studies (Pribulla et al. 2009). How-
ever, they noted difficulty owing to the system’s
faintness (10.96 to 11.47 magnitudes in V ) which re-

223

Revista Mexicana de Astronomía y Astrofísica, 58, 223–235 (2022)
© 2022: Instituto de Astronomía, Universidad Nacional Autónoma de México
https://doi.org/10.22201/ia.01851101p.2022.58.02.05

https://doi.org/10.22201/ia.01851101p.2022.58.02.05
https://doi.org/10.1051/aas:2000214
https://doi.org/10.1051/aas:2000214
https://doi.org/10.1098/rsta.2011.0269
https://doi.org/10.1007/BF00873538
https://doi.org/10.1007/BF00873538
https://doi.org/10.1051/0004-6361/200810860


©
 C

o
p

y
ri

g
h

t 
2

0
2

2
: 
In

st
it
u

to
 d

e
 A

st
ro

n
o

m
ía

, 
U

n
iv

e
rs

id
a

d
 N

a
c

io
n

a
l A

u
tó

n
o

m
a

 d
e

 M
é

x
ic

o
D

O
I:
 h

tt
p

s:
//

d
o

i.o
rg

/1
0

.2
2

2
0

1
/i

a
.0

1
8

5
1

1
0

1
p

.2
0

2
2

.5
8

.0
2

.0
5

224 NELSON

Fig. 1. The eclipse timing difference (O−C) plot for V563 Lyr. Open (yellow in the online version) triangle – visual;
open (red) circle – photoelectric; black diamond – CCD. The elements used for phasing were [24 52500.2746, 0.5776412].
The data range is from 1997 to 2018. The colour figure can be viewed online.

sulted in “noisy spectra”. Further, they were able
to obtain spectra at only the first quadrature (with
a single exception); hence a spectroscopic mass ra-
tio was not determinable. However, they did iden-
tify a third component in the spectra with velocity
RV3 ≈ 14 km/s and ‘roughly’ estimated a mass ra-
tio of 0.37. They also noted that the J − K index
(0.216) was more indicative of a spectral type F2-3
and that the (anomalously higher) B − V index of
0.456 was likely due to interstellar extinction.

As there is no report of a Roche-based study in-
volving both photometric and spectroscopic observa-
tion in the literature, this study was undertaken.

2. PERIOD VARIATION

An eclipse timing difference (O−C) plot is repro-
duced in Figure 1. The reader will notice a large
scatter in the timings from cycle -4000 (1997) to
4000 (2008) which is puzzling, as all the timings
but one are either photoelectric (PE) or CCD. After
2008, the period appears to be constant, but at a
higher value. A few of the data points with errors
> 0.005 days have been removed at the request of
the referee.

The weighted least-squares best fit for the data
after cycle 4000 yielded the following elements in
equation 1, used for all phasing.

JDMinI(hel) = 2458629.64273(1) +

0.57764384(11) · E. (1)

An Excel worksheet containing all available tim-
ing data is available online at Nelson (2019 and
2020a).

3. SPECTROSCOPIC OBSERVATIONS

This observer obtained in 2016, 2018, 2019, and
2020 a total of 20 medium-resolution (R ≈ 10 000)
spectra at the Dominion Astrophysical Observatory
(DAO) in Victoria, British Columbia, Canada us-
ing the 1.83-m Plaskett telescope. Windows soft-
ware RaVeRe, written by the author and available at
(Nelson 2013, Nelson 2020a), was used for reduction.
The radial velocities (RVs) were determined by the
broadening functions (BF) routine (Ruciński 1992,
2004; Nelson 2010) as implemented in the Windows-
based software Broad (Nelson 2013, 2020a). See Nel-
son (2020b) for further details. The elements used
for all the phasing are given in equation 1 above.

A log of observations and the derived heliocentric
radial velocities (RV1,2,3) is presented in Table 1.

The calibrated one-dimensional spectra, sorted
by phase, are presented in Figure 2.

As noted above, RV determination was by the
broadening function method due to Rucinski. In
most previous light curve modelling papers by this
author (for example, Nelson 2017, Nelson 2020b),
broadening functions were also used, and radial ve-
locities extracted by smoothing the broadening func-
tion to remove noise, then centroiding the peaks that
ensued. In the case of V563 Lyr, smoothing the
peaks and centroiding is not appropriate owing to
the likely presence of a third star, whose peak is ob-
vious in the broadening functions, and which would
contaminate the broadening functions from the other
stars.

To disentangle the components, Gaussian profile
curve fitting was developed in Excel (and later added
to software Broad). The Gaussian profile for each of
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THE OVERCONTACT BINARY V563 LYRAE 225

TABLE 1

LOG OF DAO OBSERVATIONS AND RESULTS

DAO Mid-Time Exposure Phase at RV1 (hel) RV2 (hel) RV3 (hel)

Image # (HJD-2400000) (sec) Mid-exp (km/s) (km/s) (km/s)

20-19141 59090.7 3000 0.159 -127.0 (3.7) 238.1 (3.6) 6.1 (3.2)

20-19449 59098.8 3000 0.162 -107.4 (7.2) 240.0 (5.1) 16.7 (3.6)

18-5459 58241 2750* 0.170 -97.7 (3.8) 229.7 (3.6) 27.9 (3.2)

19-16500 58737.8 3000 0.181 -111.0 (8.3) 238.4 (8.1) 17.0 (7.6)

20-19574 59101.7 3000 0.182 -118.0 (3.6) 256.1 (3.2) 13.8 (4.0)

16-9400 57647.8 3600 0.218 -131.3 (5.5) 265.5 (4.1) 11.6 (2.1)

20-19396 59097.7 3000 0.274 -113.5 (3.8) 265.6 (8.9) 17.7 (3.4)

16-9347 57646.7 3600 0.288 -129.1 (3.8) 269.6 (3.9) 11.9 (1.6)

18-5305 58233 3000 0.309 -130.2 (7.7) 267.6 (2.4) 8.1 (4.8)

20-19583 59101.8 3000 0.342 -97.6 (4.2) 249.7 (5.7) 24.2 (3.4)

16-9365 57646.9 3600 0.647 159.1 (3.9) -181.7 (3.3) 23.6 (4.8)

18-5384 58234.9 3000 0.651 144.0 (3.3) -190.8 (4.0) 15.1 (3.8)

18-5489 58241.9 1798* 0.704 150.0 (2.3) -216.1 (3.3) 17.6 (3.6)

16-9299 57645.8 3600 0.717 155.1 (3.1) -212.7 (5.1) 21.8 (3.5)

16-9473 57652.7 3600 0.728 169.6 (6.1) -220.0 (4.2) 29.6 (5.2)

20-19485 59099.7 3000 0.742 159.3 (6.5) -217.5 (7.3) 25.8 (4.4)

18-5495 58241.9 3000 0.799 156.1 (4.8) -206.9 (3.4) 22.3 (5.4)

20-19487 59099.7 3000 0.803 164.4 (7.3) -199.4 (3.1) 27.6 (4.4)

20-19050 59088.8 3000 0.810 147.5 (6.7) -192.7 (2.0) 22.7 (4.0)

19-16544 58745.6 2400 0.815 147.6 (9.0) -192.5 (9.4) 14.6 (9.1)

*Clouds caused the exposure to be terminated early.

Fig. 2. V563 Lyr spectra, offset for clarity. The vertical scale is arbitrary. The phases (from top to bottom) correspond
to those in Table 1, top to bottom. The colour figure can be viewed online.

the three stars required three parameters: central
velocity v0, amplitude A, and ‘width’ w (the actual
full width at half maximum of the Gaussian profile
being 2·w · ln{21/2}). The modified form of the stan-

dard Gaussian function is given in equation 2 (where
i denotes the star index number i = 1-3).

Gi(v) = Ai · exp{−(v − v0,i)
2/w2

i . (2)
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226 NELSON

Fig. 3. Broadening function for V563 Lyr at phase 0.654 and the fitted Gaussian profiles. The standard spectrum is
18-5223 (HD 126053) and the program spectrum, 18-5384. The colour figure can be viewed online.

Fig. 4. Broadening function for V563 Lyr at phase 0.311 and the fitted Gaussian profiles. The standard spectrum is
18-5178 (HD 114762) and the program spectrum, 18-5305. (This corresponds to the third data line in Table 2). The
colour figure can be viewed online.

The sum of the three functions was then taken as the
theoretical curve, labelled in Figures 3-5 as ‘sum’,
and the observed BF values, displayed as dots. The
individual Gaussian components are also displayed.
The sum of the differences squared (between the ob-
served and theoretical values) was then optimized by
adjusting the nine parameters. In Excel, the ‘Solver’
facility (which uses the Generalized Reduced Gradi-
ent code) was used, whereas software Broad uses the
Levenberg-Marquardt (L-M) algorithm. (The for-
mer method is quite stable and almost always finds
a solution, but may not be a relevant one, depend-
ing on the initial parameters, whereas the second
requires a more critical choice to avoid crashes.). To
avoid nonsensical results, care was taken to cut off

computation at certain lower and upper velocities.
These cutoff values were usually set manually at the
points where the observed BFs would first cross the
x-axis (or nearly so) upon descent from the central
peaks. (For example, in Figure 3, the lower limit was
−220 and the upper, +260 km/s.). The results were
found to be very insensitive to the choice of cutoff
values, and any differences that resulted (typically 1
or 2 km/s) were well within error limits.

Note that, in Figure 3, the BF for the particu-
lar combination of comparison and program spectra,
at phase 0.654, shows a clear separation of peaks.
Note also the slight ‘peak pulling’ on the profile for
Star 1 (on the right) due to the presence of the third
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Fig. 5. Broadening function for V563 Lyr at phase 0.311 and the fitted Gaussian profiles. The standard spectrum is
18-5258 (HD 187691) and the program spectrum, 18-5305. (This corresponds to the sixth data line in Table 2). The
colour figure can be viewed online.

star. Had the peak centroiding method been used, a
distorted value for RV1 would have ensued.

In view of the relatively long exposures relative to
the period, a phase smearing correction was applied
in each case. For details of, and a mathematical
justification for, this procedure, the reader should
consult Alton et al. (2020).

Figures 4 and 5 display the situation for the pre-
vious night when the opposite phases were experi-
enced. Both are for the same program spectrum but
use two different comparison spectra. For Figure 4,
peak centroiding could again have been used, but
again with peak pulling for Star 1.

In Figure 5 a different comparison spectrum was
used but this time there is no definite peak for Star 1.
One might wonder about the validity of the profiling
method in this case. To compare results, we present
in Table 2 the data for the one target spectrum and
all seven different comparisons for that reduction.

The means and standard deviations for RV1,
RV2, and RV3 in this table are −127.2 (7.7), 261.3
(2.4), 11.1 (2.2) km/s, respectively. Note the very
small scatter in RV2 and RV3. The scatter in RV1

is, in the experience of this observer, not excessive,
but clearly the proximity of the stronger and sharper
BF due to Star 3 complicates matters.

The reader will also note that, between Figure 4
and 5, the widths of the Gaussian functions for RV3

are significantly different. This is somewhat trou-
bling, as the heights and widths of the broaden-
ing peaks should reflect some physical values. The
differences are likely due to the same errors in the
Gaussian fitting approach–which rightly ought to be

TABLE 2

THE BF PROFILE-FITTING RESULTS FOR
PROGRAM SPECTRUM 18-5305*

Std RV std RV1 (Hel) RV2 (Hel) RV3 (Hel)

File# name km/s km/s km/s

18-5167 HD 089449 -125.2 263.6 9.9

18-5172 HD 102870 -130.6 263.9 10.2

18-5178 HD 114762 -141.8 263.4 9.2

18-5184 HD 140913 -121.4 261.3 14.3

18-5233 HD 126053 -122.3 260.1 12.2

18-5258 HD 187691 -119.1 259.0 13.6

18-5261 HD 154417 -129.7 257.9 8.6

*Converted to heliocentric RVs. The last column con-
tains the RVs for the putative companion star. (See later
discussion).

investigated thoroughly–but which would be better
suited to a separate paper. In any case, the results
seem reasonable.

Our mean value for RV3 (for this target
spectrum) is virtually consistent with the value
(≈ 14 km/s, no error estimate) provided by Pribulla
et al. (2009).

In § 5, we will need the ratio of the flux from
Star 3 compared to the total flux (at phases 0.25
and 0.75). As the BF process is linear (Rucinski,
undated private communication), we may obtain an
estimate of the flux from a given component by tak-
ing the area under its Gaussian profile, which is pro-
portional to amplitude Ai times width wi as defined
in equation 2; thus we have flux Fi = k · Ai · wi
where k is a constant that drops out when ratios are
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TABLE 3

THE VARIABLE, COMPARISON AND CHECK STARS FOR V563 LYR PHOTOMETRIC
OBSERVATIONS

Object TYC/GSC RA (J2000) Dec (J2000) Spec. V (mag)* (B-V ) (mag)*

Variable 3122-495-1 18:45:06.6 +40:11:11.5 F5 11.112 (20) 0.282 (20)

Comparison 3122-1487 18:44:53.5 +40:10:03.5 — 11.944 (20) 1.147 (20)

Check 3122-2865 18:45:16.7 +40:12:26.9 — 12.128 (20) 0.749 (20)

*The APASS catalogue provided no error estimates, so 0.020 mag was assumed (in view of the faintness of the stars).

taken. The fraction of the flux contributed by the
third star is then F3 / (F1+F2+F3) = 0.29 (7) in this
case, averaged over the entire dataset (the figure in
brackets is the standard deviation in units of the last
digit). This value will be compared with the results
from the photometric analysis which, of necessity,
involves third light. The relevant photometric pass-
band would be V , as it most closely approximates
the wavelength range over which the spectra were
taken.

The derived (heliocentric) RV values are listed in
Table 1 along with the error estimate for each, the
latter being the standard deviation of values from
the different comparisons as presented above. The
overall (i.e., through all phases) heliocentric radial
velocity of the third star was RV3 = 18.8±6.7 km/s.
This is compatible with the centre of mass RVγ of
the eclipsing pair (see later discussion).

4. PHOTOMETRIC OBSERVATIONS

Photometric observations were carried out at
Desert Blooms Observatory in 2019 (April-May).
Obtained were a total of 742, 743, and 744 observa-
tions in B, V , and Ic respectively. The telescope is a
40 cm Schmidt-Cassegrain optical assembly operat-
ing at f/6.8; data acquisition was by a QSI 683 CCD
camera (see Nelson 2020b for more details).

In Table 3, the coordinates for the stars of inter-
est are presented, taken from the Tycho-2 Catalogue
(Høg et al. 2000). The magnitudes are taken from
the AAVSO Photometric All-Sky Survey (APASS,
DR9; Henden et al. 2009). The colour index of the
comparison was higher than one would like; however,
most of the possible candidates in the field had sim-
ilar values. The star chosen for the comparison had
the advantage of close proximity and being close in
brightness to the program star. (But see § 7 for a
further discussion of comparison selection.) For all
the runs, the difference C − K was observed to be
constant to within ≈ 0.01 magnitude, with no sys-
tematic variation.

As described in Nelson (2020b), automatic focus-
ing was required to accommodate the large swings in
temperature throughout each night.

The usual bias and dark subtraction, and flat
fielding, as well as aperture photometry was accom-
plished with MIRA (by Mirametrics).

5. LIGHT CURVE ANALYSIS

Curve fitting was undertaken with the 2003 ver-
sion of the Wilson-Devinney (WD) light curve and
radial velocity analysis program with the Kurucz
atmospheres (Wilson and Devinney 1971, Wilson
1990, Kurucz 1993, Kallrath et al. 1998, Kallrath &
Milone 2009) as implemented in the Windows front-
end software WDwint56c (Nelson 2013). RV and
light curve data from the this paper were used in a
simultaneous fit.

As mentioned above, the classification of Bel-
traminelli et al. (1999) was F5. Also, the 2MASS
catalogue (Skrutskie et al. 2006) yielded values
J = 10.286 (26) and H = 10.120 (31) so then
J −H = 0.166 (40). Reference to interpolated ta-
bles from Cox (2000) as augmented with infrared
data from Mihalas and Binney (1981) confirmed the
designation. The tables of Pecaut and Mamajek
(2013) yielded a temperature T = 6510 (120) K, and
a log g = 4.355 (8) (cgs) where the errors correspond
to the differences over one spectral subclass. An in-
terpolation program by Terrell (1994, available from
Nelson 2013) gave the Van Hamme (1993) limb dark-
ening values; and finally, a logarithmic (LD=2) law
for the limb darkening coefficients was selected, ap-
propriate for temperatures < 8500 K (ibid). The
limb darkening coefficients are listed below in Ta-
ble 4. Values for the gravity darkening exponent
g = 0.32 and albedo A = 0.5 were chosen, appro-
priate for convective stars (Lucy 1967 and Ruciński
1969, respectively).

Based on the shape of the light curve, Mode 3
(overcontact binary) was selected. Initially, conver-
gence by the method of multiple subsets was reached
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TABLE 4

LIMB DARKENING VALUES FROM VAN HAMME (1993) BASED ON SPECTRAL TYPE F5, F5-6 FOR
STARS 1 AND 2 RESPECTIVELY*

Solution 1 Solution 2

Band x1 x2 y1 y2 x1 x2 y1 y2

B 0.806 0.813 0.233 0.213 0.835 0.841 0.153 0.129

V 0.710 0.723 0.275 0.269 0.756 0.767 0.240 0.223

Ic 0.553 0.567 0.276 0.271 0.601 0.612 0.254 0.242

Bol 0.639 0.640 0.241 0.234 0.646 0.648 0.214 0.203

*The same coefficients are listed for Solution 2 (discussed later) where the estimated spectral types are G1 and G4.

in a relatively small number of iterations. The sub-
sets were: (a, Ω1, L1), (i, T2, q), (T2, Ω1), (T2,
q), and (a, Vgam, ϕ). In view of the fact that a
companion was known to be present (from the spec-
tra), it was appropriate to add third light (and also
necessary to reach a solution). Therefore EL3 was
a parameter, as was also a spot, added to Star 1.
However, the correct choice of EL3 proved to be elu-
sive, as the fit (as indicated by the sum of residuals
squared) proved to be a weak function of the EL3 val-
ues selected, and differential corrections was unable
to provide meaningful corrections. To overcome this
problem, for each band, a value for EL3 was selected
and the fit optimized by altering the other param-
eters (especially T2, q, and inclination i). Next, a
new value for EL3 was chosen and the fit optimized
again. In this way, the optimum value of EL3 for
that band was determined. The procedure was then
applied to the remaining bands.

In the original solutions there was a problem
(picked up the referee) in that the values of EL3 were
inconsistent with the ratio of fluxes derived from the
broadening functions (see § 3), being an order of
magnitude too low. This was despite the fact that
the solution minimized the residuals and appeared
to give a good fit visually. Thereafter, higher values
of flux quantity EL3, starting with ≈ 0.2 for each
band, were used in renewed modelling, and a grid
search was followed, as above, to find a solution.
The final values were EL3 = 0.257 (3), 0.256 (3),
0.245 (3) for B, V , Ic respectively. In determining
the luminosity L3 of star 3, one needs to assume
that it radiates isotropically. If that assumption is
made, we may take L3 = 4·π·EL3 (Wilson and van
Hamme 2013). The values for third light (luminos-
ity) ratio L3/(L1+L2+L3) are listed in Table 5 and
repeated in Table 7 along with those for the other
components.

Converting the EL3 (B) and EL3 (V ) flux val-
ues to magnitudes and carrying through the errors

rigourously, we have B − V = −0.004± 0.036 mags.
With the estimated B − V colour index of the third
star at hand we have, using the tables of Pecaut and
Mamajek (2013) we estimate the spectral type of
Star 3 as A0 ± 1 spectral subclass. Note that the
above derivation neglects interstellar absorption.

The above solution so achieved is presented in
Table 5 as Solution 1.

Pribulla et al. (2009) estimated the lumi-
nosity ratio L3/(L1+L2) = 0.15 (presumably in
the V band). Taking the value in Table 5 of
L3/(L1+L2+L3) (V ) = 0.271 (3) and using simple
algebra we have L3 / (L1 + L2) = 0.371 (4). The
cause of the discrepancy between the two corre-
sponding values is not clear.

The light curves, computed light curves and the
residuals in the sense data-computed are plotted in
Figure 6.

Next, the radial velocity data and solutions are
plotted, starting with the RVs from this paper, in
Figure 7. A simple double-sine fit yields values
K1 = 147.4 (2.1) km/s and K2 = 247.1 (1.1) km/s,
and RVγ = 22.5 (1.5) km/s). The spectroscopic
mass ratio is qsp = M2/M1 = K1/K2 = 0.596 (8).
Note that the mass ratio in Table 5 derived from
combined (RV + LC) fitting differs somewhat from
the spectroscopic mass ratio calculated from the ra-
tios K1/K2. This is normal; however, the former
is considered more reliable as it is derived from all
the data (Wilson 1990). In any case, the error bars
virtually overlap.

A word about error estimation is appropriate
here (all error values in this paper are one sigma).
For the errors in K1 and K2, the reader should con-
sult Alton et al. (2020). For the individual RV data
points in the present dataset, each RV is the mean
of values obtained from eight different standards; the
error estimate is simply the standard deviation of the
group. Actual errors from systematic effects are ob-
viously larger but not directly calculable. That is
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TABLE 5

WILSON-DEVINNEY PARAMETERS FOR THE BEST-FIT SOLUTION FOR V563 LYR. SOLUTION 2
IS TO BE PREFERRED (SEE DISCUSSION)

WD Quantity Sol’n 1 Sol’n 2 WD Quantity Sol’n 1 Sol’n 2

Temperature T1 (K) 6510* 5837* L1/(L1+L2) (B) 0.634 (4) 0.646 (4)

Temperature T2 (K) 6385 (7) 5689 (3) L1/(L1+L2) (V ) 0.628 (4) 0.637 (4)

q = m2/m1 0.583 (14) 0.563 (28) L1/(L1+L2) (Ic) 0.622 (3) 0.629 (3)

Potential ω1 = ω2 2.797 (71) 2.797 (155) L3/(L1+L2+L3) (B) 0.276 (3) 0.276 (3)

Inclination i (degrees) 79.2 (2) 78.2 (1.1) L3/(L1+L2+L3) (V ) 0.271 (3) 0.271 (3)

Semi-maj. axis, a (R�) 4.61 (5) 4.61 (6) L3/(L1+L2+L3) (Ic) 0.259 (2) 0.259 (2)

Centre of mass RVγ (km/s) 26.6 (1.8) 26.6 (9) r1 (pole) (orbital radii) 0.442 (14) 0.442 (14)

Fill-out factor f1 0.685 (32) 0.685 (32) r1 (side) (orbital radii) 0.478 (20) 0.478 (20)

Spot co-latitude (deg) 38 (2) 36 (2) r1 (back) (orbital radii) 0.531 (31) 0.531 (32)

Spot longitude (deg) 173 (1) 173 (1) r2 (pole) (orbital radii) 0.354 (15) 0.354 (16)

Spot radius (deg) 20.5 (2) 20.7 (5) r2 (side) (orbital radii) 0.378 (20) 0.378 (20)

Spot temp. factor 0.852 (1) 0.846 (1) r2 (back) (orbital radii) 0.454 (49) 0.454 (50)

Σω2
res 0.23058 0.24186 — — —

*Held fixed.

Fig. 6. V563 Lyr light curves and the WD results, separated by fixed offsets (0.1 light curve units). Plotted are, top to
bottom: B, V , Ic. At the bottom of the figure, the differences in the sense observed-calculated; the order is the same
as for the light curves. The colour figure can be viewed online.

why the sample standard deviation (i.e., sigma di-
vided by root n) is not used, as it would imply a
greater precision than what is experienced.

The visual representation of Binary Maker 3
(Bradstreet 1993) is presented in Figure 8.

The WD output fundamental parameters and er-
rors are listed in Table 6. Most of the errors are
output or derived estimates from the WD routines.
These are statistical errors and known to be smaller

than total errors because the latter contain system-
atic errors not readily available.

In the last few light curve modelling papers by
this author, it has been the norm to use differential
photometry, the Gaia distance (Luri et al 2018), the
interstellar absorption Av, and the bolometric cor-
rections (BCs) to estimate the luminosities. This in-
dependent calculation of the latter serves as a check
on the spectral type and hence the effective temper-
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THE OVERCONTACT BINARY V563 LYRAE 231

Fig. 7. V563 Lyr radial velocities and WD solution. The radial velocities of the third star appear near the x-axis. The
RV1 and RV2 values from Pribulla et al. (2009) appear as the (black) and (green) diamonds, resp. From [ibid] there is
a single point in the second half of the cycle. The colour figure can be viewed online.

Fig. 8. V563 Lyr three-dimensional representation from Binary Maker 3, at the phases indicated, and the surface
potentials. The colour figure can be viewed online.

TABLE 6

V563 LYR FUNDAMENTAL PARAMETERS. SOLUTION 2 IS TO BE PREFERRED (SEE LATER
DISCUSSION)

Solution 1 Solution 2

Quantity Star 1 Star 2 Star 1 Star 2

Spectral type F5 F5-6 G1 G4

Temperature, T (K) 6510* 6385 (7) 5837* 5689 (3)

Mass, (M/M�) 2.49 (4) 1.45 (4) 2.49 (4) 1.45 (4)

Radius, R (R�) 2.23 (2) 1.81 (2) 2.23 (2) 1.81 (2)

M bol (mags) 2.52 (3) 3.06 (3) 3.00 (3) 3.56 (3)

Log g (cgs units) 4.14 (1) 4.08 (1) 4.14 (1) 4.08 (1)

Luminosity, L (L/L�) 7.73 (68) 4.70 (41) 4.97 (44) 2.96 (26)

ature of the more luminous component. We shall do
so now. The calculation proceeds as follows:

Differential photometry at phases 0.23-0.27 and
0.73-0.77 (when both stars were visible broad-side)
yielded the following instrumental differential mag-
nitudes: ∆b = bvar − bcomp = −1.800 ± 0.001 mag
and ∆v = vvar−vcomp = −0.995±0.006 magnitudes.

The standard formulae for transformation from in-
strumental to Johnson magnitudes are given in equa-
tions 3 and 4 (Henden and Kaitchuk 1982):

V = v + ε(B − V ) + ς, (3)

B − V = µ(b− v) + ς ′, (4)
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TABLE 7

RELATIVE LUMINOSITIES OF THE THREE COMPONENTS (ASSUMING A THIRD STAR, AND IF
SO, THAT THE LATTER EMITS ISOTROPICALLY)

Band L1 / (L1+L2+L3) L2 / (L1+L2+L3) L3 / (L1+L2+L3)

Blue, B 0.459 (3) 0.265 (1) 0.276 (3)

Visual, V 0.458 (2) 0.272 (1) 0.271 (3)

Infrared, Ic 0.461 (2) 0.280 (1) 0.259 (2)

where ε = - 0.032 ± 0.001 and µ = 1.086 ± 0.010 are
the transformation coefficients for the camera + fil-
ter setup at DBO (Alton 2017). Operating differen-
tially, the trailing constant ς drops out, and substi-
tuting equation 4 into 3 (and simplifying some sub-
scripts) we have equation 5:

V = Vc + ∆v + ε∆(B − V ) =

Vc + ∆v + εµ∆(b− v) =

Vc + ∆v + εµ(∆b−∆v), (5)

where Vc = 11.944 ± 0.020 mags given in Table 3.
Combining terms (with the errors added in quadra-
ture) one obtains V = 10.977± 0.012 mags.

Next, the presence of third light must be ad-
dressed. According to Wilson and van Hamme
(2013), if one assumes that the third star emits light
isotropically, one may write equation 6:

L = L1 + L2 + 4 · π · l3 = L1 + L2 + L3, (6)

where l3 is the same as EL3 used in the WD code and
used above. Note that Wilson and van Hamme point
out that simply listing EL3, as what one might want
to do, is meaningless unless one also specifies the L1

and L2 values. As a result, we list L3/(L1 +L2 +L3)
in Table 7.

Using the computed luminosity ratios
L1/(L1+L2+L3) and L2/(L1+L2+L3) for the
V band, one finds the individual magnitudes
V1 = 11.825 (21), and V2 = 12.392 (21) by using
equation 7.

Vi = −2.5 log[LiV /(L1 + L2 + L3)V ] + V (7), (7)

where i = 1, 2. Determination of the interstellar ex-
tinction was from the formulations of Amôres and
Lepine (2005), and depending on the model, one ob-
tains values of Av = 0.275, 0.248, and 0.124 mags
with a mean value of 0.216 (71) mags, where the
error is the sample standard deviation of the three
values.

Then, using the standard formula (equation 8)
applied to each star we have equation 8:

Mbol, i = Vi −Av +BCi − 5 log(r/10), (8)

whence the individual values for each star are
Mbol,1 = 2.994(31) mags and Mbol,2 = 3.556 (37).
Converted to luminosities using the standard for-
mula and making use of the bolometric magnitude
of the Sun as Mbol,Sun = 4.74 mags (Cox 2000) we
have the photometric luminosities L1 = 5.0 (1.3) L�
and L2 = 3.0 (9) L� where the largest error source
is from the Gaia distance. These values, are signifi-
cantly lower than the WD output in Table 6.

Despite the rather large errors in the photomet-
ric luminosities, it seemed important to adjust the
effective temperature T1. This is especially true be-
cause the spectral classification of Beltraminelli et al.
(1999) was based on the colour index (B − V ) and,
as we have seen, the flux received is contaminated
by the significant contribution of the hot third star
(spectral type ≈A0). Making use of the well-known
black body law of equation 9

L ∼ T 4 ·R2, (9)

we may write equation 10

T ′1 = T1 · (L′/L)1/4 = 6510 · (5.0/7.73)1/4 = 5837 K.
(10)

This is significantly lower than the original value
and places the spectral type for Star 1 at ≈ G1.
Continuing on, and using this lower value for T1, a
revised solution was derived in a relatively few steps.
The final value for T2 was 5689 K which would place
the spectral type as ≈ G4. The results are listed in
Tables 5 and 6 as Solution 2.

6. EVOLUTIONARY STATUS

It is possible to investigate the evolutionary sta-
tus of this system with the aid of data from Yakut
and Eggleton (2005), who collected data for some
72 close binary systems for which reliable data ex-
isted. Types included were low-temperature over-
contact binaries, near-contact binaries and detached
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Fig. 9. Log L vs Log T plot for EW-type binaries from Yakut and Eggleton (2005). The ZAMS (solid line) and the
TAMS are from the evolutionary tracks of the Geneva Group (Schaller et al. 1992) for Z = 0.02 (solar). The results
from Solution 2 have been added: the large square (pink in the online version) is for Star 1 while the large (green)
diamond is for Star 2. The (half) width of each error bar is the standard deviation of the values for log T1,2 and logL1,2

from each solution. The colour figure can be viewed online.

close binaries. Figure 9 reproduces their plot of logL
vs log T , with the zero-age main sequence (ZAMS)
values for isolated stars from Cox (2000), and the
terminal-age main sequence (TAMS) values from the
evolutionary tracks of the Geneva Group (Schaller et
al. 1992) for Z = 0.02 (solar).

This plot suggests both stars have evolved and
might be past the TAMS. As a referee from a pre-
vious paper has noted, one should regard plots of
this type with much caution, as we do not know the
metallicity, and in any case there is a fairly large
degree of uncertainty with the temperatures and lu-
minosities for this system. The error bars hint at
that uncertainty. What is needed is an analysis of
a classification spectrum that would decompose the
component spectra.

7. DISCUSSION

Further to the use of Gaussian profile fitting
for extracting RVs from the broadening functions
(rather than smoothing and peak centroiding), it has
been found that, even for the detached peaks noted

in Nelson (202b), profile fitting gives more consistent
results, and is now used on a regular basis by this
observer for all RV determinations.

The matter of choice of the comparison star se-
lection bears discussion. In light curve analyses, one
rarely has the ideal comparison star which would be:
(a) close in brightness, (b) close in spectral type, and
(c) in close proximity in the image frame. If condi-
tion (a) is not followed and the stars are, say, more
than a magnitude different in brightness, excessive
shot noise will result because one of the stars will
be underexposed. If condition (c) is not followed,
less than ideal sky conditions may result in signifi-
cant systematic deviations from the unaffected light
curve from time to time, owing to significant vari-
ations in sky transparency over the sky area cov-
ered by the chip. For this observer, condition (b)
is the one most readily relaxed. In answer to con-
cerns by the referee of a previous paper regarding
the choice of spectral type-matching of the compar-
ison star, tests were rerun with a different compari-
son considerably closer in colour; there were no sig-
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nificant differences in the final parameters resulting
from Wilson-Devinney modelling. Hence–within the
limits of this test–the spectral-type matching of the
comparison star would appear to be a non-issue.

Initial modelling runs of this system, as is so of-
ten the case for many overcontact systems, led to
an early solution. However, the presence of spots
and third light complicated matters (especially the
latter), requiring many runs to achieve a convincing
solution. Modelling with a bright spot at the back
of Star 2 was attempted but gave poor results. The
ready adoption of a solution that seemed to repre-
sent a minimum but for which there was an inconsis-
tency between the strength of the third star BF and
the weakness in the early adopted third star fluxes
EL3 (for the phases 0.25 and 0.75) was problem-
atic. Clearly the first solution was a local minimum;
The takeaway from this is that modellers need to be
aware that local minima exist and may not be rep-
resent consistency between all the observables. The
lowest sum of residuals squared is not the only cri-
terion.

The solution to the EL3 inconsistency was to
start with some more realistic values (EL3 = 0.2)
and do a grid search to find the optimum values;
this was done and reasonable agreement between
RV and photometric results was achieved. As noted
above, the mean radial velocity (through all orbital
phases of the eclipsing pair) of the putative third star
(RV3 = 18.8 ± 6.7 km/s) and that of the centre of
mass for the eclipsing pair (RVγ = 22.5± 1.5 km/s)
are mutually consistent. At first glance, one might
think that the third star would be in a mutual orbit
with the eclipsing pair at inferior or superior con-
junction, and therefore physically connected. How-
ever, based on the relative luminosities, it is likely a
fairly early spectral type, estimated as A0 ± 1 spec-
tral subclass. Therefore its flux (were it at the same
distance as the eclipsing pair, and a main-sequence
type) would dominate that of the other two (G1 and
G4). This was not observed. Therefore (Milone
2022) we are forced to the conclusion that the star is
at a greater distance and therefore an accidental dou-
ble. A high S/N classification spectrum at medium
resolution might permit a disentangling of the spec-
tral components which would settle the matter.

8. CONCLUSION

New radial velocity and photometric data for the
overcontact binary V563 Lyr have been obtained
and analysed with the 2003 version of the Wilson-
Devinney code. Analysis of the radial velocity
curves by fitting double sinusoidal curves yields val-
ues K1 = 147.4 ± 2.1 km/s, K2 = 247.2 ± 1.1 km/s,

RVγ = 22.5 ± 1.5 km/s, and qsp = 0.596 ± 0.008.
A third component has been identified, with radial
velocity RV3 = 18.8 ± 6.7 km/s which is in agree-
ment with the findings of Pribulla et al. (2009) who
found RV3 ≈ 14 km/s for the companion. Assuming
an effective spectral type of F5, the following values
for the masses, radii and luminosities of the eclips-
ing pair were obtained: M1 = 2.49(4) M�, M2 =
1.45(4) M�, R1 = 2.23(2) R�, R2 = 1.81(2) R�,
L1 = 7.7(7) L�, and L2 = 4.7(4) L�. This has been
labelled in Tables 5 and 6 as Solution 1.

However, a direct calculation of luminosities us-
ing photometry, the Gaia DR3 distance, the bolo-
metric corrections, and estimated values for the in-
terstellar extinction resulted in much lower luminos-
ity values which were inconsistent with the values
stated above (computed from WD modelling). As
estimates of the spectral type of the companion were
≈A0 and the fact that its contribution to the overall
flux were comparable to that of Star 2, that would
imply that the spectral types of the eclipsing pair
were much later than the F5 value of Beltraminelli
et al. (1999) – that is, to make the average spec-
tral type appear to be F5. An estimate of the cor-
rected value for T1 (based on the black body law)
was 5837±333 K, which would correspond to a spec-
tral type of G1. Revised modelling with this lower
T1 value resulted in the revised luminosities of the
eclipsing pair: L1 = 5.0 (4)L�, and L2 = 3.0 (3)L�.

Inserting the derived parameters of the eclipsing
pair into a log (L)−log (Teff ) plot for each star us-
ing data from Yakut and Eggleton (2005) suggests
that both stars are over-luminous and evolved to,
and perhaps past, the terminal age main sequence.

The companion (Star 3) is estimated to have a
spectral type A0 ± 1 spectral subclass. If it were
gravitationally bound, the flux from a main sequence
A0 type would dominate the light curves and broad-
ening functions, so that cannot be. Simple compu-
tations reveal that a white dwarf (WD) would con-
tribute only a very small flux–too small for what
was observed. In any case, the broadening functions
from a WD would be much wider than what was ob-
served (Milone 2022). Possibly, the companion could
represent an optical double, and therefore be at any
distance (Milone 2022).

A high S/N classification spectrum at medium
resolution might permit a de-convolution of the spec-
tral components which would settle the matter as to
its nature.

It is a pleasure to thank the staff members at the
DAO (David Bohlender, Dmitry Monen, and espe-
cially the late Les Saddlemyer) for their usual splen-
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did help and assistance. Thanks are also due to Envi-
ronment Canada for the website satellite images (see
‘Satellite images’ below) that were essential in pre-
dicting clear times for observing runs in this cloudy
locale, and to Attilla Danko for his Clear Sky Clocks,
(see below). The author thanks the anonymous ref-
eree for pointing out some mistakes whose correction
led to a much improved paper.
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ABSTRACT

The first analysis of the light curves of contact binaries
ROTSE J135349.8+305205 (CB1) and 1SWASP J150957.5-115308 (CB2) us-
ing the Wilson-Devinney code is presented. Both binary systems are of the
A-subtype with a shallow fill-out (20.8% and 15.8% respectively) and a difference
in temperatures between the components of < 200 K. A mass-ratio of 0.302 is
found for CB1, while for CB2 the interesting value of 0.904 is found. The short
periods, 0.246 d for CB1 and 0.229 d for CB2, and their spectral type K suggests
that these systems are near the shortest period limit. The absolute elements are
estimated using GAIA parallaxes. CB2 is found to be at the beginning of its
evolution, while CB1 will approach the final evolutionary stage. The sum of the
component masses of CB1 is 0.813 M�, below the mass limit of 1.0 − 1.2 M�
assumed for the known contact binary stars.

RESUMEN

Se presenta por primera vez el análisis, usando el código Wilson-Devinney,
de las curvas de luz de las binarias de contacto ROTSE1 J135349.8+305205 (CB1)
y 1SWASP J150957.5-115308 (CB2). Ambos sistemas son del subtipo-A con un
relleno poco profundo (20.8% y 15.8%, respectivamente) y una diferencia en tem-
peratura entre las componentes de < 200 K. Se encuentra que su razón de masas
es de 0.302 para CB1, y para CB2 se encuentra el valor interesante de 0.904. Los
periodos cortos, 0.246 d para CB1 y 0.229 d para CB2, y sus tipos espectrales
K sugieren que estos sistemas están cercanos al ĺımite de periodo más corto. Los
elementos absolutos se estiman usando paralajes de GAIA. Se encuentra que CB2
está al comienzo del estadio evolutivo, mientras que CB1 se aproximará al estad́ıo
evolutivo final. La suma de las masas componentes de CB1 es 0.813 M�, debajo del
ĺımite de 1.0− 1.2 M� que se supone para las binarias de contacto conocidas.

Key Words: techniques: photometric — binaries: contact — stars: individual:
ROTSE J135349.8+305205, 1SWASP J150957.5-115308

1. INTRODUCTION

A contact binary (CB) is a close binary star sys-
tem where both components interact strongly, fill
out their Roche lobes and share a common enve-
lope (Kopal 1959; Eggleton 2006). Thermal energy
is transferred from the hotter (primary) to the colder
(secondary) star mainly through the common enve-
lope leading to the establishment of a similar tem-

1Stazione Astronomica Betelguese, Magnago, Italy.
2Instituto de Astronomı́a, UNAM, Ensenada, Baja Cali-

fornia, México.
3Department of Physics and Astronomy, Shumen Univer-

sity, Bulgaria.

perature of the two stars. However, their mass ratio
can be rather different.

The observational study of contact binaries al-
lows the testing of theoretical models helping us to
further understand of –for example– the merging
process of stars and the evolution of their common
envelope.

Contact binary systems usually belong to spec-
tral types F, G and K, with orbital periods less than
a day. The K-type binaries have been expected to
have periods shorter than 0.3 days and show shallow
characteristics. The rarity of this kind of binaries
makes them very interesting systems for testing the
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238 BARANI ET AL.

thermal relaxation theory (TRO, Lucy 1976; Flan-
nery 1976; Robertson & Eggleton 1977).

ROTSE J135349.8+305205 (hereafter J135349)
was found to be variable during the ROTSE I all-sky
survey (Akerlof et al. 2000) as an EW system with
an orbital period of 0.24698301 d. After J135349 was
discovered it remained a neglected object. Here, the
light curves of J135349 are analyzed and presented
for the first time.

A light curve for ROTSE J150957.5-115308 =
V373 Lib (hereafter J150957) was reported by Lohr
et al. (2013), which presented the typical EW-type
behavior and an orbital period of 0.2290205 d. The
official name was assigned in the 82nd name-list of
variable stars (Kazarovets et al. 2019).

With no previous studies of both these systems,
the aim of the present work is to analyze their
light curves using the latest version of the Wilson-
Devinney code (Wilson & Devinney 1971; Wilson
1994; Wilson & van Hamme. 2016) and to determine
the Roche conguration and their orbital parameters.

The outline of the paper is as follows. In § 2 we
describe the observations made and their character-
istics. In § 3 the times of minima and new ephemeris
for our two contact binaries are reported. In § 4 the
solution obtained with the Wilson-Devinney code is
discussed and presented. In § 5 an estimation of
physical parameters using Gaia parallax data is pre-
sented. Finally, in § 6 a discussion and final remarks
are provided.

2. OBSERVATIONS

Observations done at the San Pedro Martir Ob-
servatory with the 0.84-m telescope, the Mexman
filter-wheel and the Spectral Instruments 1 CCD
detector (an e2v CCD42-40 chip with a gain of
1.39 e−/ADU and readout noise of 3.54 e−). The
field of view was 7.6′×7.6′ and a binning of 2×2 was
employed during all the observations.

J135349 was observed on April 26 2017 for 7.4h,
May 4 2018 for 6.1h and April 4 2021 for 2.2h. Al-
ternated exposures in filters B, V , Rc and Ic, with
exposure times of 60, 40, 15 and 15 seconds respec-
tively, were taken in all the observing runs.

J150957 was observed on February 21 2017 for
3.8h, February 23 2017 for 3.6h, March 4 2019 for
3.4h, June 6 2019 for 2.5h, April 11 2021 for 3.2h
and April 13 2021 for 6.6h. Alternated exposures
in filters B, V and Rc, with exposure times of 60,
35 and 20 seconds respectively, were taken in all the
observing runs. Flat field and bias images were also
taken during all the nights.

TABLE 1

TIMES OF MINIMA FOR J135349 AND J150957

HJD Epoch(1) O-C(1) Error Source

J135349:

2457869.7252 -0.5 -0.0001 0.0013 TWa

2457869.8489 0.0 0.0001 0.0015 ”

2458242.8169 1510.0 -0.0008 0.0013 ”

2458242.9419 1510.5 0.0008 0.0014 ”

J150957:

2455567.0550 0.0 -0.0026 0.0013 VSXb

2457805.9514 9776.0 0.0030 0.0012 TWa

2457808.0127 9785.0 0.0031 0.0012 ”

2458640.8387 13421.5 0.0011 0.0012 ”

2459315.9845 16369.5 -0.0013 0.0017 ”

2459317.8165 16377.5 -0.0015 0.0021 ”

2459317.9308 16378.0 -0.0017 0.0015 ”

aTW=This work. bVSX=Variable Star Index.

All images were processed using IRAF4 routines.
Images were bias subtracted and flat field corrected
before the instrumental magnitudes were computed
with the standard aperture photometry method.
These fields were also calibrated in the UBV (RI)c
system with the help of some Landolt’s photometric
standards.

Based on the previous information, we decided
to use star WISEJ135355.54+304735.9 (U = 18.042,
B = 16.936, V = 15.839, Rc = 15.148 and
Ic = 14.549) as comparison star for J135349 since
it has a similar color (making differential extinc-
tion corrections negligible). For the case of J150957,
star WISEJ150953.24-115045.3 (U = 15.398, B =
14.587, V = 13.589, Rc = 12.931 and Ic = 12.446)
was employed. Any part of the data can be provided
upon request.

3. TIMES OF MINIMA AND NEW EPHEMERIS

From our observations we were able to obtain
4 times of minimum (ToM) for J135349 and 6 for
J150957, one ToM has been found in literature. All
ToMs are presented in Table 1.

All ToMs are heliocentric and determined by the
polynomial fit method. With these data we updated
the ephemeris as follows. For J135349

Min.I(HJD) = 2457869.8488(5) +

0d.24699835(5)× E , (1)

4IRAF is distributed by the National Optical Observato-
ries, operated by the Association of Universities for Research
in Astronomy, Inc., under cooperative agreement with the Na-
tional Science Foundation.
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Fig. 1. The relation Σ(res)2 versus mass ratio q = M2/M1 in Mode 3 of the W-D code for J135349 and J150957.

and for J150957

Min.I(HJD) = 2455567.0576(23) +

0d.2290191(1)× E. (2)

4. PHOTOMETRIC SOLUTION WITH THE
W-D METHOD

The light curves of both systems show clearly the
EW behavior with continuous changes in the light.
For this reason the Mode 3 of the Wilson-Devinney
(W-D) code was used in the calculation.

Using our observations, we were able to deter-
mine the color index of both systems and, from the
tables of Worthey & Lee (2011), the temperature of
the primary component; that was xed at 4760 K for
J135349, and 4220 K for J150957.

The temperatures of the components of the two
systems suggest convective envelopes. Hence, we
adopted the following atmospheric parameters: the
gravity-darkening coecients g1 = g2 = 0.32 (Lucy
1967) and the bolometric albedos A1 = A2 = 0.5
(Ruciński 1973) were assigned; the limb-darkening
parameters originate from van Hamme (1993) for
log g = 4.0, and solar abundances.

During the dierential correction calculation in the
W-D code we left as adjustable parameters the or-
bital inclination i, the mean surface eective tempera-
ture of the secondary component T2, the dimension-
less surface potentials of the primary and secondary
stars Ω1 = Ω2, the monochromatic luminosity of the
primary component L1 and the third light L3. In our
solutions, we nd that the contribution of the third
light is negligible.

The classical q-search method was used to nd the
best initial value of the mass ratio to be used during
the light curve analysis. The value of the mass ratio
q was fixed in each iteration and increased after the

TABLE 2

LIGHT CURVES SOLUTION

J135349 Error J150957 Error

i (◦) 77.384 0.340 65.226 0.062

T1 (K) 4760 fixed 4220 fixed

T2 (K) 4690 14 4032 9

Ω1 = Ω2 2.6064 0.0120 3.5144 0.0023

q 0.3023 0.0047 0.9048 0.0011

f 0.209 0.006 0.158 0.008

L1B 0.6673 0.0049 0.5478 0.0039

L2B 0.2535 0.0051 0.3254 0.0036

L1V 0.6809 0.0046 0.5306 0.0033

L2V 0.2636 0.0044 0.3478 0.0031

L1R 0.6739 0.0043 0.5388 0.0027

L2R 0.2650 0.0040 0.3660 0.0026

L1I 0.6849 0.0041 - -

L2I 0.2728 0.0037 - -

Primary

r (pole) 0.4481 0.0026 0.3748 0.0003

r (side) 0.4735 0.0035 0.3961 0.0004

r (back) 0.5023 0.0049 0.4320 0.0006

Secondary

r (pole) 0.2861 0.0041 0.3582 0.0003

r (side) 0.2991 0.0051 0.3777 0.0004

r (back) 0.3365 0.0093 0.4147 0.0006

Σ(Res)2 0.0023052 0.0014944

sum of residuals showed a minimum number. As one
can see from Figure 1, where the sum of squares of
residuals (Σ(res)2) versus mass ratio q is shown, the
best mass ratio for J135349 is found at q = 0.3 and
for J150957 at q = 0.9. These values of q were also
treated as free parameters in the successive step of
our analysis.

The final results obtained are listed in Table 2,
while the obtained fit is shown in Figure 2.
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Fig. 2. CCD filtered light curves for the systems at different wavelengths. Points are the original observations while
lines represent the theoretical light curves obtained in our modeling. The color figure can be viewed online.

Fig. 3. Model representation of the CBs J135349 (q =
0.3) and J150957 (q = 0.9). The configuration at the
primary minimum (left) and the Roche geometry (right)
of these systems resulting from our modeling are shown.
The color figure can be viewed online.

The values of the mass ratio for both systems
indicate that they are typical A-subtype contact bi-
naries in the Binnendijk (1965) classification. In Fig-
ure 3 the graphical representation of the systems and
the relative Roche geometries are displayed.

By examining Table 2 the following information
can be obtained. Both systems are of the A-subtype
and in good thermal contact. The temperature of the
components suggests that they are of the K spectral
type. We note that it is somewhat strange to find a
spectral K-type in A-subtype contact systems.

Systems of late spectral type generally belong to
the W-subtype of W UMa contact binaries, but there
are some exceptions that belong to the A-subtype as
2MASS J11201034-2201340 (Hu et al. 2016), ES Cep

(Zhu et al. 2014), NSV 395 (Samec et al. 2016), and
AP UMi (Awadalla et al. 2016).

Our two systems, despite having temperatures
consistent with late spectral type K, show the char-
acteristics of the subtype-A contact binaries; i.e.,
T1 > T2, transit at primary minimum, and a mass
ratio q < 1.

CB J150957, having a mass ratio near unity, can
be considered to be a high mass ratio system. High
mass ratio systems, proposed firstly by Csizmadia &
Klagyivik (2004) are a subgroup of contact binaries
with mass ratio q > 0.72.

For the H-type the rate of energy transfer is less
efficient than for other contact binaries at a given
luminosity ratio. Having a mass ratio close to unity,
less luminosity should be transferred in order to
equalize their surface temperature.

Both binary systems show a low fill-out value.
The low fill-out value is not a common feature
among A-subtype contact binaries, and only a few
A-subtype contact binaries are found to have a high
mass ratio and a shallow common envelope (see Ta-
ble 5 of Han et al. 2019). Contact binary J150957,
which shows the same peculiar characteristics, can
be added to this short list.

Note that the errors of the parameters given in
Table 2 are the formal errors from the W-D code.
For a discussion see Barani et al. (2017).

5. ESTIMATION OF THE PHYSICAL
PARAMETERS WITH THE GAIA

PARALLAX

Physical parameters such as mass, radius and lu-
minosity are very important information for a con-
tact binary system. Hence it is necessary to es-
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timate them. Here we will indicate how we have
estimated the physical parameters of J135349 and
J150957 without radial velocity curves, using the
parallax known by Gaia (Gaia Collaboration et al.
2018).

First, we calculated the Galactic extinction ob-
tained using different methods from which an av-
erage value of the AV (Masda et al. 2018) was ex-
tracted; in detail:

1. Simple and spiral model from Amôres & Lépine
(2005) using the code GALExtin.5

2. Equation 1 from Iglesias-Marzoa et al. (2019).

3. Dust tables by Schlegel et al. (1998) in the
NASA IPAC (NASA 2015); proceeding there-
fore to deredden the visual magnitudes in
quadratures.6

Using the parallax from Gaia we calculated the
visual absolute magnitude using the relation

MV = mV(max)− 5 logD + 5−AV , (3)

and the bolometric magnitude Mbol = MV + BCV,
where BCV is the bolometric correction obtained
from the Pecaut et al. (2012) and Pecaut & Mama-
jek (2013) tables. This allowed us to obtain the total
luminosity of the systems as

LT = L1 + L2 = 10−0.4(Mbol−4.7554) , (4)

and also the individual luminosities of the compo-
nents.

Knowing the temperatures of the first and second
component of each system we obtained their radii,
and finally the total mass of the system; by using
the value of the mass ratio obtained from the Wilson-
Devinney analysis, the single masses M1 and M2 as
shown in Table 3 were obtained.

We used the absolute elements of the primary and
secondary components of both systems (Table 3) to
estimate their evolutionary status by means of the
log Teff − logL (i.e. HertzsprungRussell) diagram on
the evolutionary tracks of Girardi et al. (2000). The
results are shown in Figure 4.

It is possible to see from Figure 4 that both the
primary and the secondary components of J150957
are undermassive, with a luminosity comparable to
that of a zero age main sequence (ZAMS) star.

For J135349 the primary component is located in
the region between the ZAMS and TAMS (terminal

5http://www.galextin.org/interstellar−extinction.php
6http://irsa.ipac.caltech.edu/applications/DUST

Fig. 4. Components of our binary systems plotted in the
HR diagram. Zero age main sequence (ZAMS), termi-
nal age main sequence (TAMS), evolutionary tracks and
isochrones were taken from Girardi et al. (2000) for a
solar chemical composition. The numbers denote initial
masses. The color figure can be viewed online.

age main sequence) near the evolutionary track of
0.6, but it is underluminous given its mass. The
secondary component, located under the ZAMS, is
overmassive and slightly underluminous.

These results suggest that both systems consist of
two stars of similar surface brightness, but in dierent
evolutionary stages.

According to Flannery (1976) the stability pa-
rameter = for the mass-exchange in a CB can dened
as:

= = ln

[
Rp(0.38 + 0.2 log q)

Rs(0.38− 0.2 log q)

]
, (5)

where Rp refers to the primary’s radius and Rs to the
secondary. If ==0 no mass transfer occurs; if = >0
an unbalanced pressure gradient will force gas from
the primary to secondary, and vice versa if = <0.

In our case we obtain ==0.074 for J150957; hence
there is mass transfer from primary to the secondary;
the contrary is true for J135349 were we obtain
= = −0.019. In both CBs the value of = indicates a
poor mass exchange between the components.

6. DISCUSSION AND FINAL REMARKS

The results of our analysis lead to two contact
binary systems of the A-subtype that are in good
thermal contact and have a shallow degree of contact
between their components.

J150957, with a mass ratio q = 0.905, belongs
to the high mass ratio type contact binaries (i.e. an
H-type).
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TABLE 3

ESTIMATED ABSOLUTE ELEMENTS

Target L1(L�) L2(L�) R1(R�) R2(R�)

J150957 0.170 ± 0.003 0.111 ± 0.007 0.771 ± 0.007 0.684 ± 0.025

J135349 0.275 ± 0.005 0.090 ± 0.008 0.770 ± 0.007 0.448 ± 0.023

a(R�) M1(M�) M2(M�) ρ1 (g cm−3)

J150957 1.922 ± 0.020 0.953 ± 0.030 0.862 ± 0.028 1.27

J135349 1.546 ± 0.020 0.624 ± 0.027 0.189 ± 0.011 1.92

ρ2 (g cm−3) Mag Max V MV Mbol

J150957 3.03 14.52 7.04 6.13

J130349 2.90 14.77 6.32 5.85

J log J log Jlim Jlim

J150957 5.1151 51.71 51.78 6.0651

J130349 9.7150 50.99 51.17 1.4851

The spectral type K for all the components of
the binary systems is somewhat strange for the A-
subtype, but there are few A-subtype systems of K-
type.

In our analysis we found no signicant evidence
of spots on the surfaces of the two components, the
OConnell effect. This fact could be explained by a
period of magnetic quiescence in the CBs (Zhang et
al. 2011).

Using the absolute elements provided in Table 3
the dynamical evolution of contact binaries can be
inferred via the determination of the orbital angular
momentum J0 (Eker et al. 2006).

In Figure 5 it is possible to see the position our
systems occupy in the log J0 − logM diagram. The
curved borderline separates the detached from the
contact region and provides a check of the Roche
configurations of J150957 and J130349. The values
of log J0 place J150597 near the borderline of this
diagram, while J130349 is in the well defined region
of contact systems.

An exhaustive characterization of contact bina-
ries, via the period-temperature relation, was re-
cently conducted by Qian et al. (2020). In Figure 6
(Figure 4 in the original paper) we show the position
of J150957 and J135349 in the period-temperature
plot. Systems near the lower line are marginal con-
tact systems while systems near the upper line are
deep-contact ones. Between the two lines there are
normal contact systems.

J150957 is near the lower boundary at the be-
ginning of the evolutionary stage of contact bi-
nary evolution (Figure 6). It is also shown in the

Fig. 5. Position of J150957 and J135349 in the
log J0 − logM diagram. Symbols are described in Fig-
ure 1 of the original paper of Eker et al. (2006). The
color figure can be viewed online.

log J0−logM plot where the system is slightly under
the borderline, in the contact region. This assump-
tion is endorsed by the high mass ratio (q = 0.9) and
the low fill-out (15.6%).

The other system, J135349 is well inside the
boundaries for normal EW (Figures 5 and 6) and,
with its small mass ratio (q = 0.38), its fill-out value
(20.9%) and the almost equal temperature of the
components, it follows that it is approaching the final
evolutionary stage of the contact binary evolution.

The total mass determined for J150957 is over the
minimum total mass limit for W UMa systems of 1.0-
1.2 M� (Stȩpień 2006), while J135349, with its total
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Fig. 6. Correlation between the orbital period P (days)
and temperature T (K), based on parameters of 8510
contact binaries from Qian et al. (2020). The position
J150957 is marked in blue, and that of J135349 in red.
The color figure can be viewed online.

mass Mtot = 0.813 M�, is under this limit. This
means a mass loss, and may imply a late evolutionary
stage of this contact binary system.

This work made use of data from the European
Space Agency (ESA) mission Gaia, 7 and processed
by the Gaia Data Processing and Analysis Consor-
tium (DPAC).8

Use of the International Variable Star Index
(VSX) database has been made (operated at AAVSO
Cambridge, Massachusetts, USA), as well as of
the AAVSO Photometric All-Sky Survey (APASS)
funded by the Robert Martin Ayers Sciences Fund.
Also, use has been made of the VizieR catalogue ac-
cess tool, CDS, Strasbourg, France. The original
description of the VizieR service was published in
A&AS 143, 23.

Based upon observations carried out at the Ob-
servatorio Astronómico Nacional on the Sierra San
Pedro Mártir (OAN-SPM), Baja California, México.
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MNRAS, 373, 1483, https://doi.org/10.1111/j.

1365-2966.2006.11073.x

Eggleton, P. 2006, Evolutionary Processes in Binary and
Multiple Stars, (Cambridge, UK: CUP)

Flannery, B. P. 1976, ApJ, 205, 217, https://doi.org/
10.1086/154266

Gaia Collaboration, Brown, A. G. A., Vallenari, A., et
al. 2018, A&A, 616, 1, https://doi.org/10.1051/

0004-6361/201833051

Girardi, L., Bressan, A., Bertelli, G., & Chiosi, C.
2000, A&AS, 141, 371, https://doi.org/10.1051/

aas:2000126

Han, Q.-W., Li, L.-F., & Jiang, D.-K. 2019, RAA,
19, 174, https://doi.org/10.1088/1674-4527/19/

12/174

Hu, C.-P., Yang, T.-C., Chou, Y., et al. 2016, AJ, 151,
170, https://doi.org/10.3847/0004-6256/151/6/

170
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ABSTRACT

A matter bouncing entropy-corrected cosmological model has been suggested.
The model allows only positive curvature with negative pressure and no violation of
the null energy condition. The result obtained in this paper is supported by some
recent theoretical works where the combination of positive spatial curvature and
vacuum energy leads to non-singular bounces with no violation of the null energy
condition. An important feature of the current model is that evolutions of the
cosmic pressure, energy density and equation of state parameter are independent
of the values of the prefactors α and β in the corrected entropy-area relation. The
validity of the classical and the new nonlinear energy conditions has been discussed.
The cosmographic parameters have been analyzed.

RESUMEN

Sugerimos un modelo cosmológico con materia en rebote y entroṕıa corregida.
El modelo permite sólo curvatura positiva con presión negativa, y no viola la
condición de enerǵıa nula. El resultado que obtenemos se ve apoyado por trabajos
teóricos recientes en los que la combinación de curvatura espacial positiva y enerǵıa
de vaćıo conduce a rebotes no singulares sin violar la condición de enerǵıa nula.
Un rasgo importante del modelo actual es que la evoución de la presión cósmica, la
densidad de enerǵıa y el parámetro de la ecuación de estado son independientes de
los valores de los prefactores α y β en la relación corregida entroṕıa-área. Se discute
la validez de las condiciones de enerǵıa clásica y de la nueva enerǵıa no lineal. Se
analizan también los parámetros cosmográficos.

Key Words: cosmology: theory — cosmology: parameters

1. INTRODUCTION AND MOTIVATION

A major challenge in gravity and modern cosmology is the late-time cosmic acceleration (Perlmutter et al.
1999, Percival et al. 2001, Stern et al. 2010). The existence of ’Dark Energy’ (DE) with negative pressure
which represents a repulsive gravity is one possible explanation. A variety of DE models have been suggested
through modified gravity theories (Tsujikawa 2013, Kamenshchik et al. 2001, Caldwell 2002, Chiba 2000, Sen
2002, Arkani-Hamed et al. 2004, Ahmed 2018) and dynamical scalar fields (Harko et al. 2011, Nojiri et al.
2017, Nojiri and Odintsov 2006, Nojiri et al. 2008, Ferraro and Fiorini 2007, Bengochea and Ferraro 2009,
De Felice and Tsujikawa 2010, Alves et al. 2011, Maeder 2017, Gagnon et al. 2011, Ahmed and Moss 2008,
Ahmed and Moss 2010). Gravity also has a deep connection with thermodynamics; this connection has been
proved through the entropy-area formula S = A

4G where S is the black hole’s entropy and A is its horizon area
(Hawking 1975). The FRW cosmological equations can also be derived from the first law of thermodynamics
(Cai and Kim 2005, Bousso 1999, Nojiri and Odintsov 2006). When higher order curvature terms appear, the
entropy-area formula, which holds only for GR, needs corrections. Modified FRW equations have been given
in Cai and Cao (2008) using the corrected entropy-area relation

1Mathematics Department, Faculty of Science, Taibah University, Saudi Arabia.
2Astronomy Department, National Research Institute of Astronomy and Geophysics, Helwan, Cairo, Egypt.
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S =
A

4G
+ α ln

A

4G
+ β

4G

A
. (1)

The values of the two dimensionless constants α and β are in debate and not yet determined (Salehi and Fard
2018, Jing and Yan 2002). While positive and negative values of α and β have been suggested by some authors,
it has been argued in (Gour 2002, Hod 2004, Xia et al. 2013, Yang and Xu 2014, Medved 2005) that the ”best
guess” might simply be zero. A detailed discussion for all possible values has been introduced in Ahmed and
Alamri (2019, 2019a) based on cosmological and stability arguments.

In spite of its success, the standard Big Bang model suffers from a number of problems such as the flatness
problem, the horizon problem and the initial singularity problem. Although some problems have been addressed
in the inflationary scenario in which the universe undergoes an exponential expansion for a very short interval of
time, the initial singularity problem still remained unanswered (Guth 1981, Starobinsky 1980). An alternative
theory free from the initial singularity is the Big Bounce, in which the universe arises from a prior contracting
phase. In other words, the universe initially contracts to a minimal size before it starts to expand again (Novello
and Bergliaffa 2008, Ijjas and Steinhardt 2018, Sahoo et al. 2020, Nojiri et al. 2019) (see Brandenberger and
Peter, 2017 for a review of earlier bouncing scenarios). Such a contraction-expansion process may be repeated
forever, which also gives the name cyclic cosmology to such models. Bouncing cosmology has been discussed
in the framework of many modified gravity theories such as f(R) gravity, f(T ) gravity, f(G) gravity, f(R, T ),
gravity (Bamba, et al. 2014, Bamba, et al. 2014, Bamba, et al. 2015, Bamba, et al. 2016, Tripathyet al. 2019)
and teleparallel gravity (de la Cruz-Dombriz, et al., 2018).

While many bouncing models have been introduced, a special attention has been paid to the Matter Bounce
Scenario (MBS)(de Haro and Cai 2015, Cai et al., 2013, Quintin et al., 2014, de Haro 2012, Wilson-Ewing 2013)
which leads to a nearly scale invariant power spectrum of primordial curvature perturbations. In this scenario,
the universe is nearly matter-dominated at very early times in the contracting phase and gradually evolves
towards a bounce. At the bounce, all parts of the universe are supposed to be in causal contact which means
no horizon problem (Nojiri et al., 2019). After that, a regular expansion starts in agreement with the behavior
of the standard Big Bang model. Some unclear conceptual issues of the Matter Bounce Scenario have been
discussed in detail in Nojiri et al. (2019). Although there has been a wide observational and theoretical support
for the flat universe (Tegmark et al. 2004, Bennett et al. 2003, Spergel et al. 2003a, Ahmed et al. 2020), some
other recent observations of cosmic microwave background anisotropies also suggest that our universe may be
closed rather than flat (Di Valentino et al. 2020, Handley 2021, Planck Collaboration et al. 2020a, 2020b). The
present theoretical work supports positive curvature; we show that the existence of a stable entropy-corrected
bouncing cosmology implies a closed universe.

The paper is organized as follows: In § 2, a matter-bounce solution to the modified entropy-corrected
cosmological equations is provided with the expressions for the pressure p, energy density ρ, EoS parameter ω,
deceleration and the jerk parameters j and q. A complete analysis for the evolution of these functions with
cosmic time is studied for different values of α and β for the three values of the curvature κ (= +1, 0,−1). § 3
is dedicated to the study of the stability of the model and § 4 to cosmography. The final conclusion is included
in § 5.

2. COSMOLOGICAL EQUATIONS AND SOLUTIONS

Taking (1) into account, the following FRW equations can be obtained (Cai et al., 2008)

H2 +
k

a2
+
αG

2π

(
H2+

k

a2

)2

− βG2

3π2

(
H2+

k

a2

)3

=
8πG

3
ρ. (2)

2

(
Ḣ − k

a2

)(
1 +

αG

π

(
H2 +

k

a2

)
− βG2

π2

(
H2 +

k

a2

)2
)

= −8πG(ρ+ p). (3)

A general FRW model has been constructed in (Ahmed and Alamri, 2019a) where equations (2) and (3) have
been solved using the hyperbolic ansatz a(t) = A

√
sinh(ζt) which allows the cosmic deceleration-acceleration

transition. Using this hyperbolic solution, the evolution of the equation of state parameter also suggests zero
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(a) (H)

(q)

Fig. 1. The scale factor, Hubble and deceleration parameters for the MBS (n = 1
3
). The Hubble parameter is negative

before the bounce, positive after the bounce and zero at the bounce. The color figure can be viewed online.

values of the two prefactors. A similar result was reached in Ahmed and Alamri (2019b), where the zero values
are required to avoid the causality violation. Exploring relation (1) in different cosmological contexts helps to
provide an accurate estimation of the values of α and β. Depending on the values of α and β, the bouncing
solutions (2) and (3) were investigated in Salehi and Fard (2018). The modified FRW equations obtained from
relation (1) without the β term were introduced in Cai et al. (2008). Considering the following scale factor for
a variant non-singular bounce (Nojiri et al., 2019)

a(t) =
(
At2 + 1

)n
, (4)

the Matter Bounce Scenario can be explored via this ansatz when n = 1
3 . The expressions for deceleration and

Hubble parameters q and H can now be written as

q(t)=− äa
ȧ2

=− (2n− 1)At2 + 1

2nAt2
, H(t)=

2nAt

At2 + 1
. (5)

The formulas for the pressure p(t) and energy density ρ(t) are
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p(t) =
−1

16π3 (A6t12 + 6A5t10 + 15A4t8 + 20A3t6 + 15A2t4 + 6At2 + 1)
(6)

×
(
128βA6n5t6 − 128βA5n5t4 − 128βA6n6t6 − 32απA6n3t8 − 32απA5n3t6

+ 32απA4n3t4 + 32απA3n3t2 + 48απAn4t8 + 96απA5n4t6 + 48απA4n4t4 − 8A6π2t10n

− 24A5π2t8n− 16A4π2t6n+ 16A3π2t4n+ 24A2π2t2n+ 24n2A2t2π2 + 24n2A6π2t10

+ 96n2A5π2t8 + 144n2A4π2t6 + 96n2A3t4π2 + 8π2nA+
(
At2 + 1

)−2n (
12A5π2t10k

+ 30A4π2t8k40A3π2t6k + 30A2π2t4k + 12Aπ2t2k + 8απA6n2t10k + 32απA5n2t8k

+ 48απA4n2t6k − 8απA6nt10k − 24απA5nt8k + 32απA3n2t4k + 8απA2n2t2k

+ 16απA3nt4k + 24απA2nt2k − 16απA4nt6k + π2k − 32βA6n4t8k

− 64βA5n4t6k − 32βA4n4t4k + 64βA6n3t8k + 64βA5n3t6k − 64βA4n3t4k

− 64βA3n3t2k + 8απknA
)

+
(
At2 + 1

)−4n (−8βk2nA− απk2

− 16βA3k2t4n+ 8βA6k2t10n2 + 32βA5k2t8n2 + 48βA4k2t6n2 + 8βA6k2t10n

+ 24βA5k2t8n+ 32βA3k2t4n2 + 16βA4k2t6n+ 8βA2k2t2n2 − 24βA2k2t2n

− απA6k2t12 − 6απA5k2t10 − 15απA4k2t8 − 20απA3k2t6 − 15απA2k2t4

− 6απAk2t2
)

+
(
At2 + 1

)−6n (
2βA6k3t12 + 12βA5k3t10 + 30βA4k3t8

+ 40βA3k3t6 + 30βA2k3t4 + 12βAk3t2 + 2βk3
))
.

ρ(t) =
−1

16π3 (A6t12 + 6A5t10 + 15A4t8 + 20A3t6 + 15A2t4 + 6At2 + 1)
(7)

×
(
128βA6n6t6 − 48απA6n4t8 − 96απA5n4t6 − 48απA4n4t4 − 24n2A2t2π2

− 24n2A6t10π2 − 96n2A5t8π2 − 144n2A4t6π2 − 96n2A3t4π2

+
(
At2 + 1

)−2n (−6A6π2t12k − 36A5π2t10k − 90A4π2t8k − 120A3π2t6k − 90A2π2t4k

− 36Aπ2t2k − 24αA6πn2t10k − 96αA5πn2t8k − 144αA4πn2t6k − 96αA3πn2t4k

− 24αA2πn2t2k − 6π2k + 96βA6n4t8k + 192βA5n4t6k + 96βA4n4t4k
)

+
(
At2 + 1

)−4n (−3απk2 + 24βA6k2n2t10 + 96βA5k2n2t8 + 144βA4k2n2t6

+ 96βA3k2n2t4 + 24βA2k2n2t2 − 3απA6k2t12 − 18απA5k2t10 − 45απA4k2t8

− 60απA3k2t6 − 45απA2k2t4 − 18απAk2t2
)

+
(
At2 + 1

)−6n (
2βA6k3t12 + 12βA5k3t10 + 30βA4k3t8 + 40βA3k3t6 + 30βA2k3t4

)
+ 12βAk3t2 + 2βk3

)
.

Figure 2 shows the evolution of the energy density, the pressure and the equation of state parameter with
cosmic time. The evolution of ρ(t) shows that the only case allowed physically is the one with positive curvature
k = +1. The plots of p(t) and ω(t) shows a Quintessence-dominated universe along with negative pressure.
The existence of negative pressure agrees with the ’dark energy assumption’ which implies a negative pressure.
Such evolutions of the three parameters have been found to be independent of the values of the prefactors α
and β as shown in Table(2). The jerk parameter has the asymptotic value j = 1 at late-time. After making
use of the relation between the scale factor and the redshift a = 1

1+z to express ω in terms of z, we find that
ω(z) = −1 at the current epoch where z = 0.

3. STABILITY OF THE MODEL

In this section, we discuss the validity of the classical linear energy conditions (Hawking and Ellis 1973,
Wald 1984) and the new nonlinear energy conditions (ECs) (Martin-Moruno and Visser 2013, Abreu et al.
2011, Martin-Moruno and Visser 2013a, Martin-Moruno and Visser 2013b). The classical linear ECs (the null
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(ρ(t)) (p(t))

(ω(t))

(ω(z)) (j)

Fig. 2. Evolution of ρ, p and ω for the matter bounce scenario (n = 1
3
). (a) The physically accepted behavior of energy

density exists only for a closed universe. (b) The pressure is always negative. (c) The equation of state parameter for
a closed universe lies in the range −1 < ω < 0 which means a Quintessence-dominated universe. The same behavior of
ρ, p and ω has been obtained for different values of α and β (Table 1). (d) Equation of state parameter ω as a function
of the redshift z; we see that ω(z) = −1 at z = 0. (e) The jerk parameter has the asymptotic value j = 1 at late-time.
Here A = 1.5. The color figure can be viewed online.
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TABLE 1

IN THE CURRENT BOUNCING MODEL, EVOLUTIONS OF ρ, P AND ω ARE INDEPENDENT OF
THE VALUES OF α AND β

α 0.1 0 0.2 -0.1 0 -0.5 0 0.01 0

β 0.1 0.3 0 -0.1 -0.7 0 0.02 -0.001 0

Same behav-
ior of ρ(t) ?

!
for all
k

!
for all
k

!
for all
k

!
for all
k

!
for all
k

!
for all
k

!
for all
k

!
for all
k

!
for all
k

Same behav-
ior of p(t) ?

!
for all
k

!
for all
k

!
for all
k

!
for all
k

!
for all
k

!
for all
k

!
for all
k

!
for all
k

!
for all
k

Same behav-
ior of ω(t) ?

!
for all
k

!
for all
k

!
for all
k

!
for all
k

!
for all
k

!
for all
k

!
for all
k

!
for all
k

!
for all
k

ρ+p ≥ 0; weak ρ ≥ 0, ρ+p ≥ 0; strong ρ+ 3p ≥ 0 and dominant ρ ≥ |p| energy conditions) should be replaced
by other nonlinear ECs when semiclassical quantum effects are taken into account (Martin-Moruno and Visser
2013a, Martin-Moruno and Visser 2013b). In the current work, we consider the following nonlinear ECs: (i)
The flux EC (FEC): ρ2 ≥ p2i (Aberu et al. 2011, Martin-Moruno and Visser 2013), first presented in Aberu
et al. (2011). (ii) The determinant EC (DETEC): ρ.Πpi ≥ 0 (Martin-Moruno and Visser 2013b). (ii) The
trace-of-square EC (TOSEC): ρ2 +

∑
p2i ≥ 0 (Martin-Moruno and Visser 2013).

According to the strong energy condition (SEC), gravity should always be attractive. But this ‘highly
restrictive’ condition fails when describing the current cosmic accelerated epoch and during inflation (Visser
1997a, Visser 1997b, Visser 1997c). In the current model we have a negative pressure which represents a
repulsive gravity and, consequently, the SEC is not expected to be satisfied as indicated in Figure 3b. Only
for the closed universe (K = +1), the null energy condition (NEC) (Figure 3a) and the dominant energy
condition (Figure 3c) are satisfied all the time. Although most models of non-singular cosmologies require a
violation of the NEC (ρ + p ≥ 0), avoiding such a violation would be preferable, if possible. The NEC is
the most fundamental of the ECs and on which many key results are based, such as the singularity theorems
(Alexandre and Polonyi 2021). Violation of NEC automatically implies the violation of all other point-wise
energy conditions.

A classical non-singular bouncing cosmological model in which the NEC is not violated was introduced in
Gungor and Starkman (2021). A detailed discussion on the relation between the enforcement of the NEC and
the occurrence of bouncing universes was given in Giovannini (2017). It has been shown in Bramberger and
Jean-Luc Lehners (2019) that a combination of positive spatial curvature and vacuum energy (violating the
SEC) leads to non-singular bounces with no violation of the NEC. Recalling the definition of Dark Energy as
a component of negative pressure, our result in the current work agrees with the result obtained in Dunsby
and O. Luongo (2016). We also obtain a combination of positive curvature, violation of the SEC, and a
bouncing universe without violation of the NEC. A non-singular bouncing cosmological model with positive
spatial curvature and flat scalar potential was constructed in Capozziello (2019). The behavior of the new
nonlinear ECs is plotted in Figure 3d, e, f. For the closed universe, both the flux and trace-of-square ECs are
satisfied.

4. COSMOGRAPHIC ANALYSIS

The cosmography of the universe has recently been an attractive area of research (Visser 2005, Capozziello
et al. 2019) where cosmological parameters can be described in terms of kinematics only. Consequently,
cosmographic analysis is model-independent with no need to assuming an equation of state in order to explore
the cosmic dynamics (Visser, 2005). The Taylor expansion of the scale factor a(t) around the present time t0
can be written as

a(t) = a0

[
1 +

∞∑
n=1

1

n!

dna

dtn
(t− t0)n

]
. (8)



©
 C

o
p

y
ri

g
h

t 
2

0
2

2
: 
In

st
it
u

to
 d

e
 A

st
ro

n
o

m
ía

, 
U

n
iv

e
rs

id
a

d
 N

a
c

io
n

a
l A

u
tó

n
o

m
a

 d
e

 M
é

x
ic

o
D

O
I:
 h

tt
p

s:
//

d
o

i.o
rg

/1
0

.2
2

2
0

1
/i

a
.0

1
8

5
1

1
0

1
p

.2
0

2
2

.5
8

.0
2

.0
7

A NON-SINGULAR CLOSED BOUNCING UNIVERSE 251

(ρ+ p) (ρ+ 3p)

(ρ− p)

(ρ2 − p2) (ρp3)

(ρ2 + 3p2)

Fig. 3. Classical and nonlinear ECs: No violations of NEC and DEC for k = +1. The color figure can be viewed online.
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(s) (l) (m)

Fig. 4. Evolution of the cosmographic parameters s, l and m with time. The color figure can be viewed online.

The following cosmographic coefficients of the series (8) are recognized respectively as the Hubble parameter
H, the deceleration parameter q, the jerk j, the snap s, the lerk l and the max-out m parameters

H =
1

a

da

dt
, q = − 1

aH2

d2a

dt2
, j =

1

aH3

d3a

dt3
, (9)

s =
1

aH4

d4a

dt4
, l =

1

aH5

d5a

dt5
, m =

1

aH6

d6a

dt6
.

For the current model, the expressions for H and q have been given in (5). The expressions for j, s, l and m
are given as

j =
1

2

[
(2n2 − 3n+ 1)at2 + 3(n− 1)

]
, (10)

s =
1

4A2n3t4
[
(4n3 − 12n2 + 11n− 3)A2t4 + (12n2 − 30n+ 18)At2 + 3(n− 1)

]
, (11)

l =
1

4A2n4t4
[
(n4 − 20n3 + 35n2 − 25n+ 6)A2t4 + (20n3 − 90n2 + 130n− 60)At2 (12)

+ 15(n2 − 3n+ 2)
]
,

m =
1

8A3n5t6
[
(8n5 − 60n4 + 170n3 − 225n2 + 137n− 30)A3t6 + (60n4 − 420n3 (13)

+ 1065n2 − 1155n+ 450)A2t4 + (90n3 − 495n2 + 855n− 450)At2 + 15(n2 − 3n+ 2)
]
.

The sign of q determines whether the expansion is accelerating (negative sign) or decelerating (positive sign).
j represents a suitable way to describe models close to ΛCDM (Visser, 2005). The sign of j is also important;
the positive sign shows the existence of a transition time when cosmic expansion gets modified; the value of s
is necessary to determine the dark energy evolution. In spite of its advantages, a useful discussion on the limits
and drawbacks of the cosmographic approach has been given in Visser (2005).

5. CONCLUSION

In this paper, we have constructed a matter bouncing entropy-corrected model using a special ansatz for a
variant non-singular bounce (Nojiri et al., 2019). The main features of the present model are as follows:

• Only a closed universe is allowed in the model. While the strong energy condition is violated, the null
and dominant energy conditions are satisfied all the time only for K = +1. Although most models of
non-singular cosmologies require a violation of the NEC, it is highly preferable to avoid such violation if
possible. The new nonlinear energy conditions has also been investigated.
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• The evolution of the equation of state parameter and of the cosmic pressure shows a Quintessence-
dominated universe along with negative pressure. In the current model we get ω(z) = −1 at the present
epoch where z = 0, as it should be according to observations.

• The result obtained in the current work agrees with the result obtained in Bramberger and Jean-Luc
Lehners (2019), where the combination of positive spatial curvature and vacuum energy (violating the
strong energy condition) leads to non-singular bounces with no violation of the null energy condition. Our
result also agrees with the works of Giovannini (2017), Matsui et al. (2019). This represents a strong
support for the current work, where similar results have been obtained in different work frames.

• We have examined many positive, negative and zero values for α and β and found no change in the behavior
of the cosmic pressure, energy density and equation of state parameter. This is another interesting feature
of this entropy-corrected bouncing model, where the evolutions of p, ρ and ω are independent of the
constants α and β.

• The cosmographic parameters have been analyzed.

We are so grateful to the reviewer for many valuable suggestions and comments that significantly improved
the paper. This paper is based upon work supported by Science, Technology & Innovation Funding Authority
(STDF) under Grant number 37122.

REFERENCES
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ABSTRACT

We report the mean metallicity and absolute magnitude of RR Lyrae stars in
a sample of 37 globular clusters, calculated via the Fourier decomposition of their
light curves and ad hoc semi-empirical calibrations, in an unprecedented homoge-
neous approach. This enabled a new discussion of the metallicity dependence of the
horizontal branch (HB) luminosity, as a fundamental distance indicator. The cal-
ibration for the RRab and RRc stars should be treated separately. For the RRab
the dispersion is larger and non-linear. For the RRc stars the correlation is less
steep, very tight and linear. The relevance of the HB structural parameter L, is
highlighted and we offer a non-linear calibration of the form MV ([Fe/H], L). Ex-
cellent agreement is found between values of [Fe/H] and MV from the light curve
decomposition with spectroscopic values and distances obtained via Gaia-DR3 and
HST. The variables census in 35 clusters includes 326 stars found by our program.

RESUMEN

Reportamos valores medios de la metalicidad y magnitud absoluta de estrellas
RR Lyrae en 37 cúmulos globulares (CGs), calculados homogéneamente por medio
de la descomposición de Fourier de las curvas de luz y de calibraciones ad hoc semi
empíricas. Lo anterior permitió un nuevo análisis de la luminosidad de la rama
horizontal (RH) y su dependencia de la metalicidad, como indicador fundamental
de distancia. La calibración para estrellas RRab y RRc debe tratarse por separado.
Para las RRab no es lineal y presenta mayor dispersión. Para las RRc la correlación
es lineal y estrecha. La relevancia del parámetro de estructura de la RH, L para
las RRab, es evidente. Ofrecemos una calibración de la forma MV ([Fe/H],L). Los
valores de [Fe/H] y MV comparan muy bien con valores espectroscópicos y deter-
minaciones de distancia obtenidas con datos de Gaia-DR3 and HST. El censo de
variables en 35 cúmulos incluye 326 descubiertas por nuestro programa.

Key Words: globular clusters: general — stars: horizontal branch — stars: dis-
tances — stars: fundamental parameters — stars: variables: RR Lyrae

1. A BRIEF PANORAMA OF THE MV -[Fe/H]
RELATION

The relevance of RR Lyrae (RRL) stars as dis-
tance indicators has been well known since the early
20th century. Shapley (1917) recognized that “the
median magnitude of the short-period variables [RR
Lyrae stars] apparently has a rigorously constant
value in each globular cluster” and “the observed dif-
ferences in the mean values then become sensitive
criteria of distance, and the relative parallaxes of
these remote systems can be known with an accu-

racy...”, a fact that was used later by Shapley him-
self to describe the Galactic distribution of globular
clusters (Shapley 1918). This apparently constant
value of the mean magnitude of the RRL can now
be interpreted as the luminosity level of the hori-
zontal branch (HB) being constant in all globular
clusters. The fact that this is not exactly the case,
but instead that metallicity plays a role in determin-
ing the luminosity level of the HB, has been demon-
strated from theoretical and observational grounds.
Sandage (1981); Lee et al. (1990); Sandage (1990)
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provided a calibration of the MV -[Fe/H] relation.
Lee et al. (1990) discussed its dependence on helium
abundance. Other empirical calibrations followed in
the works of Walker (1992), Carney et al. (1992),
Sandage(1993) and Benedict et al. (2011). Complete
summaries on the calibration of theMV -[Fe/H] rela-
tion can be found in the works of Chaboyer (1999),
Cacciari & Clementini (2003) and Sandage & Tam-
mann (2006).

While the relation has been considered to be lin-
ear in most empirical works, a non-linear nature is
advocated by theoretical approaches, e.g. Cassisi
et al. (1999) and VandenBerg et al. (2000). A lin-
ear relation of the form MV = a+ b[Fe/H] has been
broadly accepted in the literature and the slope, re-
sulting from a variety of independent calibrations,
ranges a wide span (0.13 - 0.30) as different strate-
gies have been adopted, mainly towards the calcu-
lation of MV . The relevance of the slope and zero
point of this relation on the relative and absolute
ages of the globular clusters has been amply dis-
cussed by Chaboyer et al. (1996, 1998) and Demar-
que et al. (2000). That a linear relation may be an
over simplification (Catelan & Smith 2015) becomes
very clear from the theoretical analysis of Demar-
que et al. (2000), that clearly demonstrates the role
of the HB structure and that the slope itself is a
function of metallicity. The higher complexity of the
HB luminosity and metallicity interconnection has
however defied clear empirical demonstrations and
calibrations, for which, a very extensive and homo-
geneous endeavor is required.

Our approach to the determination of mean MV

and [Fe/H] of RRL stars has been the Fourier light
curve decomposition of both the fundamental mode
and first overtone pulsators RRab and RRc respec-
tively. This followed by the employment of solidly
established semi-empirical calibrations between the
Fourier parameters and the physical quantities. As
early as 2002, our group started studying individual
clusters in great detail from CCD time-series imaging
through the Johnson-Kron-Cousins VI bands. Each
cluster in the sample has been the subject of a dedi-
cated study, and the discussions include several key
aspects of the nature of the globular clusters, such as
distinction of likely cluster members from field stars,
structure of the colour-magnitude diagram (CMD),
pulsating mode distribution on the HB, and theo-
retical approaches to the mass loss events in the red
giant branch and the subsequent mass distribution
at the stage of core He-burning (zero age horizontal
branch or ZAHB) and post ZAHB evolution.

In 2017, Arellano Ferro et al. (2017) (hereinafter
ABG17) summarized the results of a 15-year old pro-
gram dedicated to study the variable star popula-
tions in globular clusters. The program was mainly
aimed to the determination of the mean distance and
metallicity of the clusters in a homogeneous way, via
the Fourier decomposition of the light curves of their
RRL stars and the use of well tested semi-empirical
calibrations of the Fourier parameters in terms of lu-
minosity and [Fe/H]. The program is based on the
Johnson-Kron-Cousins VI CCD time-series imaging,
and their subsequent scrutiny via the difference im-
ages analysis (DIA), that produces accurate photom-
etry even in the crowded central regions of the glob-
ular clusters. In the process numerous variables of
virtually all types typically present in globular clus-
ters were discovered, of which ABG17 gave a detailed
account.

Presently, five years after ABG17 paper, our
group has systematically continued enlarging the
sample of studied clusters which has increased from
25 to 34. This should enable a better sustained dis-
cussion of the MV -[Fe/H] relation, i.e. the metal-
licity dependence of the luminosity of the horizontal
branch (HB), and the influence of the cluster Oost-
herhoff type and the HB structure (Demarque et al.
2000). In the present paper we update our discus-
sion of the nature and calibration of the MV -[Fe/H]
relation, and introduce the role of the HB structure
parameter L which is shown to be of obvious rele-
vance. We also perform a census of variable stars per
cluster per variable type and reinforce the resulting
cluster distance scale from the Fourier approach via
the comparison with independent distances recently
obtained from Gaia and HST accurate data.

We shall mention at this point that the parame-
ters listed in the tables below for specific clusters and
number of variables may occasionally differ slightly
from the equivalent tables in ABG17, as a result of
a critical evaluation of the original samples. The
present tables supersede the previous ones.

2. OBSERVATIONS AND IMAGE REDUCTIONS

2.1. Observations

The observations involved in the program have
been obtained in several observatories and telescopes
in the 0.8-2.15 m range. The majority of the observa-
tions have been performed with the 2.0 m Himalayan
Chandra Telescope (HCT) of the Indian Astronom-
ical Observatory (IAO), Hanle, India. We have also
used the 0.84 m of San Pedro Mártir Observatory
(SPM) Mexico, the 2.15 m telescope of the Complejo
Astronómico El Leoncito (CASLEO), San Juan, and
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the 1.52 m telescope of Bosque Alegre of the Córdoba
Observatory, Argentina, the Danish 1.54 m tele-
scope at La Silla, Chile, the SWOPE 1.0 m telescope
of Las Campanas Observatory, Chile, the LCOGT
1 m telescope network at the South African Astro-
nomical Observatory (SAAO) in Sutherland, South
Africa, at the Side Spring Observatory (SSO) in New
South Wales, Australia, and at Cerro Tololo Inter-
American Observatory (CTIO), Chile.

2.2. Transformation to the Standard System

All observations have been transformed from the
instrumental to the standard Johnson-Kron-Cousins
photometric system (Landolt 1992) VI, using local
standard stars in the fields of the target clusters.
These standard stars have been taken from the ex-
tensive collection of Stetson (2000)1. Typically be-
tween 30 and 200 standard stars were available per
globular cluster.

2.3. Difference Image Analysis

All the image photometric treatment has been
performed using the Difference Image Analysis with
the DanDIA pipeline (Bramich 2008; Bramich et al.
2013, 2015).

3. CALCULATION OF MV AND [Fe/H]

Our approach to the calculation of meanMV and
[Fe/H] for each GC in the sample has been through
the RRL light curve Fourier decomposition, and the
application of ad hoc, well tested, semi empirical cal-
ibrations. The Fourier decomposition of the RRL
light curves is performed by fitting the observed light
curve in V -band with a Fourier series model of the
form:

m(t) = A0 +

N∑
k=1

Ak cos (
2π

P
k (t− E) + φk), (1)

where m(t) is the magnitude at time t, P is the pe-
riod, and E is the epoch. A linear minimization
routine is used to derive the best-fit values of the
amplitudes Ak and phases φk of the sinusoidal com-
ponents. From the amplitudes and phases of the
harmonics in equation 1, the Fourier parameters, de-
fined as φij = jφi − iφj , and Rij = Ai/Aj , are com-
puted.

Subsequently, the low-order Fourier parameters
can be used in combination with semi-empirical cal-
ibrations to calculate [Fe/H] and MV for each RRL,

1http://www3.cadc-ccda.hia-iha.nrc-cnrc.gc.ca/
community/STETSON/standards

and hence the mean values of the metallicity and ab-
solute magnitude for the RRL population in the host
cluster.

The specific calibrations and zero points used for
RRab and RRc stars for this purpose are described
in § 3.1. Numerous Fourier decompositions of RRL
light curves can be found in the literature. However,
over the years, each author has used different cali-
brations and zero points to estimateMV and [Fe/H].
Our group has also used slightly different equations
in the earlier papers but in the work by Arellano
Ferro et al. (2010) zero points of theMV calibrations
(see their § 4.2), were discussed and adopted, and we
have used them subsequently. In the present paper
we have recalculated MV and [Fe/H] for all clusters
in the sample, using the calibrations described in the
following section.

The final values found for MV and [Fe/H], the
later expressed in the three different scales defined
in § 3.1, are listed in Table 1, which is organized
by Oosterhoff types; Oosterhoff (1939, 1944) real-
ized that the periods of fundamental-mode RRL, or
RRab stars in a given cluster, group around two val-
ues; 0.55 d (Oosteroff Type I or OoI) and 0.65 d
(Oosteroff Type II or OoII). OoI clusters are sys-
tematically more metal-rich than OoII clusters. A
third Oosterhoff class (OoIII) (Pritzl et al. 2000),
which presently contains only two GCs, NGC 6388
and NGC 6441, is represented by very metal-rich sys-
tems, where the periods of their RRab stars average
about 0.75 d. A few clusters have been classified as
of the intermediate type or OoInt, since the average
periods of their RRab stars and their mean [Fe/H]
fall between those of Type I and Type II clusters;
it has been argued that OoInt clusters may be asso-
ciated to an extragalactic origin (Catelan 2009) due
to their similarity to dSph galaxies, satellites of the
Milky Way, and their respective clusters. In Table 1
we include of 16 OoI, 14 OoII, 2 OoIII and 2 OoInt
clusters. The calculations have been performed inde-
pendently for RRab and RRc stars. For clusters with
differential reddening, i.e. NGC 1904, NGC 3201,
NGC 6333 and NGC 6401, care has been taken in
calculating the individual reddening for each RRL.
The interested reader is referred to the original pa-
pers for a detailed discussion on that subject.

3.1. [Fe/H] and MV Calibrations

For the calculation of [Fe/H] we adopted the fol-
lowing calibrations:

[Fe/H]J = −5.038− 5.394P + 1.345φ
(s)
31 , (2)
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TABLE 1

MEAN VALUES OF [Fe/H], GIVEN IN THREE DIFFERENT SCALES, AND MV FROM A
HOMOGENEOUS FOURIER DECOMPOSITION OF THE LIGHT CURVES OF RR LYRAE CLUSTER

MEMBERS1

GC Oo [Fe/H]ZW [Fe/H]UV [Fe/H]N MV N [Fe/H]ZW [Fe/H]UV [Fe/H]N MV N Ref. E(B − V ) L
NGC (M) RRab RRc
1261 I -1.48±0.05 -1.38 -1.27 0.59±0.04 6 -1.51±0.13 -1.38 -1.41 0.55±0.02 4 25 0.01 −0.67
1851 I -1.44±0.10 -1.33 -1.18 0.54±0.03 10 -1.40±0.13 -1.28 -1.28 0.59±0.02 5 23 0.02 -0.20
3201 I -1.49±0.10 -1.39 -1.29 0.60±0.04 19 -1.47±0.08 -1.37 -1.36 0.58±0.01 2 3 diff. +0.08
4147 I -1.56±0.17 -1.47 -1.44 0.57±0.03 5 -1.72±0.26 -1.68 -1.66 0.57±0.05 6 4 0.01 +0.38
5272 (M3) I -1.56±0.16 -1.46 -1.46 0.59±0.05 59 -1.65±0.14 -1.57 -1.56 0.56±0.06 23 24 0.01 +0.18
5904 (M5) I -1.44±0.09 -1.33 -1.19 0.57±0.08 35 -1.49±0.11 -1.39 -1.38 0.58±0.03 22 19 0.03 +0.31
6171 (M107) I -1.33±0.12 -1.22 -0.98 0.62±0.04 6 -1.02±0.18 -0.90 -0.88 0.59±0.03 4 22 0.33 -0.74
6229 I -1.42±0.07 -1.32 -1.13 0.61±0.06 12 -1.45±0.19 -1.32 -1.58 0.53±0.10 8 20 0.01 +0.14
6362 I -1.20±0.13 -1.06 -0.73 0.66±0.07 5 -1.21±0.16 -1.09 -1.10 0.59±0.05 6 27 0.06 -0.58
6366 I -0.84 -0.77 – 0.71 1 – – – – 112 0.80 -0.9
6401 I -1.36±0.09 -1.24 -1.04 0.60±0.07 19 -1.27±0.23 -1.09 -1.16 0.58±0.03 9 21 diff +0.13
6712 I -1.25±0.06 -1.13 -0.82 0.55±0.03 6 -1.10±0.04 -0.95 -0.96 0.57±0.18 3 30 0.35 -0.44
6934 I -1.56±0.14 -1.46 -1.49 0.58±0.05 15 -1.53±0.12 -1.41 -1.50 0.59±0.03 5 26 0.10 +0.25
6981 (M72) I -1.48±0.11 -1.37 -1.28 0.63±0.02 12 -1.66±0.08 -1.60 -1.55 0.57±0.04 4 14 0.06 +0.14
7006 I -1.51±0.13 -1.40 -1.36 0.61±0.03 31 -1.81±0.27 -1.75 -1.78 0.59±0.04 3 33 0.08 –0.28
Pal13 I -1.64±0.15 -1.56 -1.67 0.65±0.05 4 – – – – – 28 0.10 –0.3
288 II -1.853 -1.87 -1.42 0.38 1 -1.59 -1.52 -1.54 0.58 1 1 0.03 +0.88
1904 (M79) II -1.84±0.133 -1.86 -1.46 0.41±0.05 5 -1.71 -1.66 -1.69 0.58 1 2 diff +0.74
4590 (M68) II -2.07±0.093 -2.21 -2.01 0.49±0.07 5 -2.09±0.03 -2.24 -2.23 0.53±0.01 15 5 0.05 +0.17
5024 (M53) II -1.94±0.063 –2.00 -1.68 0.45±0.05 18 -1.84±0.13 -1.85 -1.85 0.52±0.06 3 6 0.02 +0.81
5053 II -2.05±0.143 -2.18 -2.07 0.46±0.08 3 -2.00±0.18 -2.05 -2.06 0.55±0.05 4 7 0.18 +0.52
5466 II -2.04±0.143 -2.16 -2.01 0.44±0.09 8 -1.90±0.21 -1.89 -1.96 0.53±0.06 5 8 0.00 +0.58
6205 (M13) II -1.60 -1.54 -1.00 0.38 1 -1.70±0.20 -1.63 -1.71 0.59±0.05 3 29 0.02 +0.95
6254 (M10) II? – – – – – -1.59 -1.52 -1.52 0.52 1 32 0.25 +0.92
6333 (M9) II -1.91±0.133 -1.96 -1.72 0.47±0.04 7 -1.71±0.23 -1.66 -1.66 0.55±0.04 6 9 diff +0.87
6341 (M92) II -2.12±0.183 -2.165 -2.26 0.45±0.03 9 -2.01±0.11 -2.11 -2.17 0.53±0.06 3 10 0.02 +0.91
7078 (M15) II -2.22±0.193 -2.46 -2.65 0.51±0.04 9 -2.10±0.07 -2.24 -2.27 0.52±0.03 8 15 0.08 +0.67
7089 (M2) II -1.60±0.18 -1.51 -1.25 0.53±0.13 10 -1.76±0.16 -1.73 -1.76 0.51±0.08 2 16 0.06 +0.11
7099 (M30) II -2.07±0.053 -2.21 -1.88 0.40±0.04 3 -2.03 -2.14 -2.07 0.54 1 17 0.03 +0.77
7492 II -1.893,4 -1.93 -0.83 0.37 1 – – – – – 185 0.00 +0.76
6402 (M14) Int -1.44±0.17 -1.32 -1.17 0.53±0.07 24 -1.23±0.21 -1.12 -1.12 0.58±0.05 36 32 0.57 +0.56
6779 (M56) Int -1.76 -1.74 -1.74 0.53 1 -1.96 -2.03 -2.05 0.51 1 34 0.26 +0.82
6388 III -1.35±0.05 -1.23 -1.00 0.53±0.04 2 -0.67±0.24 -0.64 -0.56 0.61±0.07 6 12 0.40 –0.69
6441 III -1.35±0.17 -1.23 -0.80 0.43±0.08 7 -1.02±0.34 -0.82 -1.00 0.55±0.08 8 13 0.51 –0.73

Notes: 1 Quoted uncertainties are 1-σ errors calculated from the scatter in the data for each cluster. The number of stars
considered in the calculations is given by N. 2. The only RRL V1 is probably not a cluster member. 3 This value has a -0.21 dex
added, see § 1 for a discussion. 4. Adopted since published Fourier coefficients are insufficient. 5 Based on one light curve not
fully covered.
References are the source of the Fourier coefficients: 1. Arellano Ferro et al. (2013b); 2. Kains et al. (2012); 3. Arellano Ferro
et al. (2014); 4. Arellano Ferro et al. (2018b); 5. Kains et al. (2015), 6. Arellano Ferro et al. (2011); 7. Arellano Ferro et al.
(2010); 8. Arellano Ferro et al. (2008b); 9. Arellano Ferro et al. (2013a); 10. Yepez et al. (2020); 11. Arellano Ferro et al.
(2008a); 12. Pritzl et al. (2002) ; 13. Pritzl et al. (2001); 14. Bramich et al. (2011); 15. Arellano Ferro et al. (2006); 16. Lázaro
et al. (2006); 17. Kains et al. (2013) ; 18. Figuera Jaimes et al. (2013); 19. Arellano Ferro et al. (2016); 20. Arellano Ferro et al.
(2015b); 21. Tsapras et al. (2017); 22. Deras et al. (2018); 23. Walker (1998); 24. Cacciari et al. (2005); 25. Arellano Ferro et al.
(2019); 26. Yepez et al. (2018) ;27. Arellano Ferro et al. (2018a); 28. Yepez et al. (2019); 29. Deras et al. (2019); 30. Deras et al.
(2020); 31. Arellano Ferro et al. (2020); 32. Yepez et al. (2022); 33. Rojas Galindo et al. (2021); 34. Deras et al. (2022)

[Fe/H]ZW = 52.466P 2 − 30.075P + 0.131φ
(c)2
31

−0.982φ(c)31 − 4.198φ
(c)
31 P + 2.424, (3)

from Jurcsik & Kovács (1996) and Morgan et al.
(2007) for RRab and RRc stars, respectively. In the
above equations, φ(c) and φ(s) are the phases calcu-
lated either on a cosine or a sine series respectively,

and they are correlated as φ(s) = φ(c) − π. The iron
abundance on the Jurcsik & Kovács (1996) scale can
be converted into the Zinn & West (1984) scale us-
ing the equation [Fe/H]J = 1.431[Fe/H]ZW + 0.88
(Jurcsik 1995). Then, the [Fe/H]ZW can be trans-
formed into the spectroscopic scale [Fe/H]UV defined
by Carretta et al. (2009) from high resolution spec-
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troscopic determinations of the iron abundance, via
the relation: [Fe/H]UV= −0.413 + 0.130 [Fe/H]ZW−
0.356 [Fe/H]2ZW.

Nemec et al. (2013) calculated non-linear cali-
brations of [Fe/H] in terms of φ31 and pulsating pe-
riod, using as calibrators the iron to hydrogen abun-
dances of 26 RRab and 110 RRc stars calculated
from high dispersion spectroscopy. For the RRc stars
they added four RRc stars to the original 106 used
by Morgan et al. (2007) (equation 3), and removed
a posteriori nine outlier stars. Nemec’s calibrations
for the RRab and RRc stars are respectively of the
form;

[Fe/H]N = −8.65− 40.12P + 5.96φ
(s)
31 (K)

+6.27φ
(s)
31 (K)P − 0.72φ

(s)
31 (K)2, (4)

where φ(s)31 (K)=φ(s)31 + 0.151 is given in the Kepler
scale (Nemec et al. 2013), and

[Fe/H]N = 1.70− 15.67P + 0.20φ
(c)
31 − 2.41φ

(c)
31 P

+18.0P 2 + 0.17φ
(c)2

31 . (5)

.
As pointed out by Nemec et al. (2013), since the

above calibrations are based on high resolution spec-
troscopic determinations of [Fe/H], the derived val-
ues [Fe/H]N are on the UV scale of Carretta et al.
(2009). Thus, they should be comparable to the val-
ues [Fe/H]UV, a point on which we shall comment
below.

For the calculation of MV we adopted the cali-
brations:

MV = −1.876 logP −1.158A1+0.821A3+0.41, (6)

MV = −0.961P − 0.044φ
(s)
21 − 4.447A4 + 1.061, (7)

from Kovács & Walker (2001) and Kovács & Kan-
bur (1998) for the RRab and RRc stars, respectively.
The zero points of equations 6 and 7 have been cal-
culated to scale the luminosities of RRab and RRc
stars to the distance modulus of 18.5 mag for the
Large Magellanic Cloud (LMC) (see the discussion
in § 4.2 of Arellano Ferro et al. (2010).

In Table 1 we list the globular clusters studied
by our team and the resulting [Fe/H] in the scales
of Zinn & West (1984), Carretta et al. (2009) and
Nemec et al. (2013), i.e. [Fe/H]ZW, [Fe/H]UV and
[Fe/H]N and MV , estimated via the Fourier decom-
position of the light curves of the RRab and RRc
stars. To this end, we have taken the Fourier pa-
rameters published in the original papers and ap-
plied the above calibrations for the sake of homo-
geneity. We have also included the two metal-rich

clusters NGC 6388 and NGC 6441 studied by Pritzl
et al. (2002, 2001), NGC 1851 (Walker 1998) and
NGC 5272 (M3) (Cacciari et al. 2005) since the light
curve Fourier decomposition parameters are avail-
able in those papers. In order to increase the sample,
the clusters NGC 5286, NGC 6266 and NGC 6809,
have been added. For these, Fourier-based physi-
cal parameters have been reported by Zorotovic et
al. (2010), Contreras et al. (2010) and Olech et al.
(1999) respectively and the results have been duly
transformed to the proper scales by Kains et al.
(2012). In all these calculation of the Fourier-based
physical parameters, we have systematically avoided
clear Blazhko variables or any amplitude modulated
stars. All the relevant papers are recorded in the
notes to Table 1.

The use of the above equations and their zero
points forms the basis of the discussion of the MV -
[Fe/H] relation and the cluster distances on a ho-
mogeneous scale, which we present in the following
sections.

4. VINDICATION OF THE PHOTOMETRIC
APPROACH TO THE METALLICITIES

There is absolutely no doubt that the most pre-
cise approach to the determination of metallicities of
heavenly bodies is via high-resolution spectroscopy.
The practical limitations to that technique are sev-
eral however; to reach deep in magnitude, typical
of the HB in most globular clusters, long exposure
times with large telescopes are required, making it
unaffordable. The spectroscopic values for 19 clus-
ters listed by Carretta et al. (2009) were obtained
in numerous previous papers cited by these authors.
The analyses were carried on luminous red giants of
V ≈ 14 - 16 mag, i.e. 2-3 magnitudes brighter than
RRL stars at the HB, and after an enormous compro-
mise of observational and computational resources.
While this situation may change with the advent of
in-orbit high resolution spectrographs, the compe-
tition for access to the instrumentation will likely
remain tough. The photometric approach to the
metallicity and luminosity calculation in RRL stars
was envisaged in the 1980’s (Simon & Teays 1982),
and became a popular alternative since it reaches as
low as V ≈ 20mag with sufficient accuracy with very
short exposure times on 1-2 m-class telescopes, en-
abling the access to larger samples of clusters. The
Fourier decomposition approach was further devel-
oped to produce the calibrations in § 3 employed in
this paper.

Our goal in this section is to compare the pho-
tometric values reported in this work with the spec-
troscopic values of Carretta et al. (2009). Figure 1
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shows the photometric based values of [Fe/H] in the
UV and Nemec scales (Table 1) for the RRab and
RRc stars, plotted versus the spectroscopic values
given by Carretta et al. (2009). In Panels (a) and
(b) it is clear that the comparison is satisfactory
for the case of [Fe/H]UV. However, for [Fe/H]N the
RRab calibration seems to systematically overesti-
mate the metallicity relative to the spectroscopic val-
ues. The iron values from Nemec’s calibration for
RRc stars also compare well with the spectroscopic
values. There is a mild suggestion in both panels
(b) and (d) that the calibrations for the RRc stars
of equations 3 and 5, which are in fact based on the
same set of calibrators, may require a small adjust-
ment of about −0.2 dex for iron values smaller than
−2.0.

5. THE MV -[Fe/H] CORRELATION

It has been argued that equation 2 overesti-
mates [Fe/H] for metal-poor clusters. This prob-
lem has been addressed by Jurcsik & Kovács (1996),
Schwarzenberg-Czerny & Kaluzny (1998), Kovács
(2002), Nemec (2004) and Arellano Ferro et al.
(2010). It is difficult to quantify a correction to
be applied, and it is likely also a function of the
metallicity. However, empirical estimations in the
above papers point to a value between –0.2 and –0.3
dex on the scale of equation 2. We have adopted
–0.3 dex, which on the ZW scale is equivalent to –
0.21 dex. Equally difficult is to define a value of
[Fe/H]ZW below which the corrections should be ap-
plied. Guided by the metallicity values of globular
clusters in the spectroscopic scale of Carretta et al.
(2009), we estimated that a reasonable limit would
be [Fe/H]ZW < −1.7 Therefore, the values listed
in Table 1 for clusters with [Fe/H]ZW < –1.7 dex
were obtained by adding –0.21 dex to the value of
[Fe/H]ZW found via equation 2. As a consequence
the [Fe/H]UV values for these clusters are also af-
fected by this correction. Note that the good com-
parison between the photometric [Fe/H]UV and the
spectroscopic values displayed in Figure 1 (a) was ob-
tained after the application of the correction above.

In Figure 2 we show the distribution of clusters in
the MV -[Fe/H] plane obtained from the RRab stars
(left panel) and the RRc stars (right panel). In each
of these panels we display the resulting distributions
for the three involved scales [Fe/H]ZW, [Fe/H]UV and
[Fe/H]N. In the middle and bottom boxes, for the
spectroscopic scales [Fe/H]UV and [Fe/H]N, we in-
clude as reference, in gray colour, two theoretical,
non-linear, versions of the MV -[Fe/H] relation of
Cassisi et al. (1999) and VandenBerg et al. (2000).

We shall discuss these correlations separately for the
RRab and RRc stars.

5.1. From RRab Stars in Globular Clusters

The trend between [Fe/H] in all scales and MV

is evident, as much as the large scatter. There are
a few outliers, labeled in the figure, that were not
considered in the calculations of the fitted regres-
sions (with the exception of M15). However, some
evidence of non-linearity is suggested in the central
and bottom panels of Figure 2, particularly oriented
by the presence of M15 that is the most metal-poor
cluster in the sample; hence its relevance. It is also
worth noting that Nemec et al. (2013) calibration,
equation 4, includes a wider selection of calibrators
with metallicities below −2.0, and as low as [Fe/H]
≈ −2.68 (for star X Ari). Since the number of stars
involved in the calculation of the physical parame-
ters varies from cluster to cluster, all the fits below
have been weighted by 1/(σ2

i /Ni). The quadratic fits
for [Fe/H]UV and [Fe/H]N are of the form:

MV = 1.016(±0.170) + 0.428(±0.207)[Fe/H]UV +

+0.081(±0.060)[Fe/H]2UV, (8)

with an rms=0.060 mag, and

MV = 0.740(±0.056) + 0.141(±0.077)[Fe/H]N +

+0.013(±0.026)[Fe/H]2N, (9)

with an rms=0.060 mag.
The quadratic empirical solutions for [Fe/H]UV,

shown in Figure 2 (b), is remarkably similar to the
theoretical predictions of VandenBerg et al. (2000)
and Cassisi et al. (1999), in shape and luminosity
level. To our knowledge, this is the first empirical so-
lution that reproduces the theoretical predictions of
the non-linear nature of the correlation, which it has
likely been enabled by the homogeneous treatment
of a large number of clusters, and the distinction of
RRab and RRc stars.

We call attention to the inclusion of the metal
rich cluster NGC 6366 (–0.77, 0.71) in the UV corre-
lation for the RRab, in spite of its metallicity being
derived from a single star that might not be a cluster
member (Arellano Ferro et al. 2008b). However, ex-
cluding it or employing the value [Fe/H]=–0.59 listed
by Harris (1996) makes no significant variation in the
correlation.

5.2. From RRc Stars in Globular Clusters

The mean [Fe/H] and MV determined from the
RRc stars in the family of studied globular clusters
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Fig. 1. Comparison of the Fourier based [Fe/H] (Table 1), with those from high-resolution spectroscopy based values
from Carretta et al. (2009). Filled and empty circles represent OoII and OoI clusters respectively. Open triangles and
squares represent OoInt and OoIII clusters. See § 4 for a discussion. The color figure can be viewed online.

are correlated, as shown in the right panel of Fig-
ure 2. Immediate differences are seen when com-
pared to the cases from the RRab stars: the slopes
are milder, the distributions in the three metallic-
ity scales are all very similar, the correlations are
strikingly tight, in spite of which no suggestion of
a non-linear correlation is evident. It should also
be noted that the Oo-int (triangles) and the OoIII
clusters (squares) follow the trends well.

The linear correlations for the [Fe/H]UV and
[Fe/H]N can be expressed as:

MV = 0.034(±0.009)[Fe/H]UV + 0.601(±0.015), (10)

and

MV = 0.050(±0.004)[Fe/H]N + 0.641(±0.006), (11)

with an rms=0.022 mag.
Equations 10 and 11 are basically identical. The

reason is that, although the values of [Fe/H]UV and
[Fe/H]N, come from different formulations (equa-
tions 3 and 5), both calibrations come essentially
from the same set of calibrator stars, since Nemec
et al. (2013) took the calibrators from Morgan et al.

(2007), and added four stars, for a total sample of
101 stars.

The remarkable difference of the cluster distri-
bution on the MV -[Fe/H] plane for the luminosity
and metallicity determinations from the Fourier de-
composition for RRab and RRc stars, does require
some considerations. Naturally one may wonder if
this is an artifact of the calibrations employed to
transform Fourier parameters into physical param-
eters. However, the good agreement of the photo-
metric metallicities [Fe/H]UV and the spectroscopic
values (Figure 1 (a)), and also the good cluster dis-
tance agreement with independent high-quality de-
terminations presented below in § 6, offer support to
the photometric calibrations given in § 3 and their
results in Table 1. In our opinion, the run of [Fe/H]
with MV and the scatter seen in RRab stars are
a consequence of the interconnection of the follow-
ing: RRab stars are larger amplitude variables with
a more complex light curve morphology; often the
light maximum is very acute, and they are prone to
display amplitude and phase modulations. There-
fore, their Fourier decomposition is subject to fur-
ther uncertainties as they require a larger number of
harmonics for a proper representation. Their larger
periods may also limit a proper coverage of their pul-
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264 ARELLANO FERRO

Fig. 2. The [Fe/H] versus MV correlations for RRab and RRc stars. The involved metallicity scale is, from top to
bottom panels, [Fe/H]ZW, [Fe/H]UV and [Fe/H]N. Filled and open circles represent OoII and OoI clusters respectively.
Open triangles and squares represent OoInt and OoIII clusters. All fits have been weighted by the number of stars
included in each cluster. In the left panel, the gray curves are the theoretical predictions of Cassisi et al. (1999) (long
dash) and VandenBerg et al. (2000) (short dash), which are strikingly similar to the photometric solution in panel (b).
The color figure can be viewed online.

sating cycle. Also, RRab stars in a given cluster may
display small evolutionary stage differences, spread-
ing a luminosity range. These circumstances have
their impact on the calibration of the Fourier param-
eters and on the resultant scatter in the MV -[Fe/H]
plane. On the other hand, RRc stars have simpler
light curves, mostly sinusoidal, and are more concen-
trated towards the ZAHB; thus, their Fourier and
physical parameters tend to be better correlated.

In summary, the HB luminosity-metallicity cor-
relation seen from the RRab stars is steeper (a fact
that had already been reported by ABG17), more
scattered and non-linear, whereas from the RRc stars
the relation is milder but better defined and linear.
RRab and RRc stars should not be mixed for the
purpose of studying or applying the correlation as
a distance indicator instrument. Therefore, for the
sake of estimating a globular cluster distance from
its RRL, given its metallicity, one should prefer the
RRc stars whenever possible, and either equations 10
or 11.

5.3. The Role of the HB Structure Parameter

Demarque et al. (2000), have argued on theoreti-
cal grounds that the overall structure of the HB plays

a relevant role and may be interconnected with the
HB luminosity and the metallicity of the parental
globular cluster. Here we explore the role of the HB
type parameter, or Zinn-Lee parameter, defined as
L = (B − R)/(B + V + R) (Zinn 1986; Lee 1990),
from empirical arguments. B, V and R represent the
number of stars to the blue of the instability strip
(IS), the number of RRL stars, and to the red of the
IS respectively. For a better calculation of L, it is
convenient to include, as far as possible, only cluster
member stars in the counting. Since the list of L val-
ues for a large number of clusters presented by Torelli
et al. (2019) is the result of membership considera-
tions, we have adopted them for the subsequent anal-
ysis. When a cluster is not included in the above list
we used the value reported by Catelan (2009). The
one exception is NGC 7079 (M2). For this cluster,
the reported value is L=+0.96. The analysis of the
projected positions and proper motions available in
the Gaia-eDR3 data base, and the application of the
method of Bustos Fierro & Calderón (2019), kindly
performed by Dr. Bustos Fierro, renders a CMD of
very likely cluster member stars, with a substantial
population of red HB stars for L=+0.34, which shall
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be adopted. For a few other clusters where simi-
lar analyses have been carried out, L values close to
those of Torelli et al. (2019) were found.

Figure 3 illustrates the correlation between L and
MV , the latter as obtained from the Fourier decom-
position for RRab stars (top panel) and RRc stars
(bottom panel). In the case of the RRab stars the
correlation clearly shows a quadratic trend, once the
two Oo-Int clusters, NGC 6388 and NGC 6441, were
excluded. In the case of the RRc stars the corre-
lation appears linear with a very mild slope. The
corresponding fits in Figure 3 are of the form:

MV = 0.620(±0.011)− 0.029(±0.018)L
−0.135(±0.036)L2, (12)

with an rms = 0.058, and

MV = 0.558(±0.006)− 0.019(±0.013)L, (13)

with an rms = 0.026.
Considering the trends in Figure 2 for the RRab

and RRc, both for the [Fe/H]UV values (middle pan-
els), and in Figure 3, the dependence of MV on the
metallicity [Fe/H] and HB structure parameter L,
can be expressed, for the RRab and RRc respectively
as:

MV = A+ B[Fe/H]UV +C[Fe/H]2UV +DL
+EL2, (14)

with A=+1.096(±0.141), B=+0.519(±0.172),
C=+0.119(±0.050), D=+0.006(±0.014),
E=−0.111(±0.029), and rms = 0.053 mag.

MV = +0.609(±0.016) + 0.032(±0.009)[Fe/H]UV

+0.015(±0.011)L, (15)

with rms = 0.024 mag.
The equivalent calibrations in terms of the metal-

licity in the scale of Nemec et al. (2013), [Fe/H]N are:

MV = A+ B[Fe/H]N +C[Fe/H]2N +DL+ EL2, (16)

with A=+0.720(±0.082), B=+0.130(±0.098),
C=+0.033(±0.029), D=−0.043(±0.020),
E=−0.145(±0.030), and rms = 0.055 mag.

MV = +0.655(±0.019) + 0.063(±0.013)[Fe/H]N
+0.012(±0.009)L, (17)

with rms = 0.019 mag.
For the calibration of equations 14 and 16 from

the RRab solutions, the terms involving L are small
but significant. On the contrary, equations 15 and

Fig. 3. The HB structure parameter L vs. mean MV

for a family of clusters coded as in Figure 1. Two open
squares for the OoIII clusters were not considered in the
weighted fits.

17 from the RRc solutions, the last term is insignif-
icant, and in fact, for instance equations 10 and 15
in the UV scale, or equations 11 and 17 in the Ne-
mec’s scale, are, within the uncertainties, indistin-
guishable, confirming the linearity and sufficiency of
an MV -[Fe/H] relation for the RRc stars.

Therefore, the empirical MV -[Fe/H] relation as
worked out from the Fourier decomposition of RRab
stars light curves, has turned out to be much more
complex, with the metallicity and HB structure play-
ing a measurable role, and equations 14 and 16 are
a good representation.

For the RRc stars, with simpler light curves and
generally being more confined near the ZAHB, the
MV -[Fe/H] relation remains linear and simple, and
the structure of the HB does not seem to play any
pertinent role; equation 10 and 11, or for any purpose
equations 15 and 17, are good empirical calibrations,
with a well established slope around 0.06.

6. GLOBULAR CLUSTER DISTANCES

Once the mean absolute magnitude MV for the
HB is obtained for a given cluster, its distance can
be estimated for an assumed value of E(B−V ). Us-
ing the values listed in Table 1 the distances were
calculated and are listed in Table 2 as they were ob-
tained either for the RRab or RRc stars from equa-
tions 6 and 7 respectively. We perform a compari-
son with accurate mean distances recently estimated
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Fig. 4. Comparison of distances obtained from the RRL
Fourier decomposition and those of BV21. Blue and
green symbols stand for distances derived from RRab
and RRc Fourier light curve treatment, respectively. The
color figure can be viewed online.

by Baumgardt & Vasiliev (2021) (hereinafter BV21),
calculated for a large sample of globular clusters us-
ing the data from Gaia-eDR3, HST and selected
literature distances.

It should be obvious from Table 2 that
the distances derived from our Fourier approach
(Columns 2 and 3) agree with those of BV21. Fig-
ure 4 is a graphical comparison and shows how the
distance differences do not correlate either with the
metallicity or with the HB structure parameter. The
Fourier and the BV21 distances differences are all
smaller than 1.7 kpc and display a standard devia-
tion of 0.7 kpc.

The agreement is remarkably good considering
that the distance determinations come from com-
pletely independent approaches. We note that the

distances obtained from the MV calibrations for
RRab and RRc stars, are also independent, as they
come from different and independent calibrations.
This gives further support to the MV calibrations of
equations 6 and 7 and to their zero points (Arellano
Ferro et al. 2010).

The accurate distances of individual globular
clusters obtained from the RRL stars listed in Ta-
ble 4, can serve as a frame of comparison of other
independent methods to calculate cluster distances.
Given that SX Phe stars are common in globular
clusters, they can be used as secondary distance in-
dicators through their well established P-L relation,
of which, however, different calibrations are found in
the literature. We shall explore the consistency of
the results. We considered the calibrations of Arel-
lano Ferro et al. (2011) (AF11), and Cohen & Sara-
jedini (2012) (CS12). The resulting distances from
these two calibrations of 13 clusters with well ob-
served SX Phe stars are listed in Columns 4 and 6
of Table 2, Column 5 indicates the number of mem-
ber SX Phe stars available in each cluster. We should
emphasize that the two calibrations lead to distances
agreeing within 1.3 kpc, except for NGC 6934 where
the distance differences is ≈ 2.0 kpc for the CS12
calibration. The SX Phe distances agree with the
RRL results well within 1 kpc, i.e. the average RRL
and SX Phe distance match in average by ≈ 4% of
the corresponding distance.

7. VARIABLE STARS IN OUR SAMPLE OF
GLOBULAR CLUSTERS

Once a CCD time-series photometry is performed
on a given cluster, a by-product of the exercise is the
discovery of previously undetected variables. In the
work carried by our group, we have systematically
searched for variables via a variety of approaches de-
scribed in the individual papers, e.g. Arellano Ferro
et al. (2013b). In Table 3 we summarize the number
of variables, and their types, known in the globular
clusters of our sample, noting the ones found by our
work. We have found 326 new variables in the field
of the clusters, 23 of them are either considered field
stars or have not been classified. The most numerous
families are in order RRab, RRc, SR, SX Phe, eclips-
ing binaries, CW and double mode RRd stars. The
total number of variables detected in these clusters
is 2047 but only 1886 are likely to be truly cluster
members. Thus, about 16% of the variables in this
sample of clusters has been found by our VI CCD
time-series imaging program.
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TABLE 2

DISTANCES FOR A SAMPLE OF GLOBULAR CLUSTERS ESTIMATED HOMOGENEOUSLY FROM
THE RRL STARS LIGHT CURVE FOURIER DECOMPOSITIONS

GC d(kpc) d(kpc) d (kpc) No. of d (kpc) E(B − V ) d (kpc)
NGC(M) (RRab) (RRc) (SX Phe) SX Phe (SX Phe)

P-L AF11 P-L CS12 BV21
288 9.0±0.2 8.0 8.8±0.4 6 9.4±0.6 0.03 8.988
1261 17.1±0.4 17.6±0.7 – – – 0.01 16.400
1851 12.6±0.2 12.4±0.2 – – – 0.02 11.951
1904 (M79) 13.3±0.4 12.9 – – – 0.01 13.078
3201 5.0±0.2 5.0±0.1 4.9±0.3 16 5.2±0.4 dif 4.737
4147 19.3 18.7±0.5 – – – 0.02 18.535
4590 (M68) 9.9±0.3 10.0±0.2 9.8±0.5 6 – 0.05 10.404
5024 (M53) 18.7±0.4 18.0±0.5 18.7±0.6 13 20.0±0.8 0.02 18.498
5053 17.0±0.4 16.7±0.4 17.1±1.1 12 17.7±1.2 0.02 17.537
5272 10.0±0.2 10.0±0.4 – – – 0.01 10.175
5466 16.6±0.2 16.0±0.6 15.4±1.3 5 16.4±1.3 0.00 16.120
5904 (M5) 7.6±0.2 7.5±0.3 6.7±0.5 3 7.5±0.2 0.03 7.479
6205 (M13) 7.6 6.8±0.3 7.2±0.7 4 – 0.02 7.419
6171 6.5±0.3 6.3±0.2 – – – 0.33 5.631
6229 30.0±1.5 30.0±1.1 27.9 1 28.9 0.01 30.106
6254 (M10) – 4.7 5.2±0.3 15 5.6±0.3 0.25 5.067
6333 (M9) 8.1±0.2 7.9±0.3 – – – dif 8.300
6341 (M92) 8.2±0.2 8.2±0.4 – – – 0.02 8.501
6362 7.8±0.1 7.7±0.2 7.1±0.2 6 7.6±0.2 0.09 8.300
6366 3.3 – – – – 0.80 3.444
6388 9.5±1.2 11.1±1.1 – – – 0.40 11.171
6401 6.35±0.7 6.15±1.4 – – – dif 8.064
6402 (M14) 9.1±0.9 9.3±0.5 – – – 0.57 9.144
6441 11.0±1.8 11.7±1.0 – – – 0.51 12.728
6712 8.1±0.2 8.0±0.3 – – – 0.35 7.382
6779 (M56) 9.6 9.0 – – – 0.26 10.430
6934 15.9±0.4 16.0±0.6 15.8 1 18.0 0.10 15.716
6981 (M72) 16.7±0.4 16.7±0.4 16.8±1.6 3 18.0±1.0 0.06 16.661
7006 40.7±1.6 41.0±1.6 – – – 0.08 39.318
7078 (M15) 9.4±0.4 9.3±0.6 – – – 0.08 10.709
7089 (M2) 11.1±0.6 11.7±0.02 – – – 0.06 11.693
7099 (M30) 8.32±0.3 8.1 8.0 1 8.3 0.03 8.458
7492 24.3 – 22.1±3.2 2 24.1±3.7 0.00 24.390
Pal 13 23.8±0.6 – – – – 0.10 23.475

8. CONCLUSIONS

A homogeneous approach towards the determi-
nation of mean MV and [Fe/H] from the Fourier de-
composition of the cluster member RRL light curves,
enables a new empirical exploration of the nature of
the MV -[Fe/H] relation, which describes the depen-
dence of the luminosity of the HB on the metallicity.
Although numerous efforts, from assorted strategies,
have been performed to establish the zero point and
slope of the relation, universal values have been elu-
sive. We found that, if the RRL stars are to be
used as indicators of the form of the relation, or if
this is to be employed as a distance indicator instru-
ment, it should be treated independently for RRab
and RRc stars. The reason is that the relation dis-
plays a different nature; for the RRab stars it is non
linear with considerable scatter, while for the RRc it
is tight, linear and the slope is mild.

Following the suggestion of theoretical works
(Demarque et al. 2000), the inclusion of the HB
structural parameter L demonstrates that MV is
also correlated with L, in a nonlinear fashion for the
RRab analysis. For the RRc the role of L is neg-
ligible. We offer a calibration MV -[Fe/H]-L, with
[Fe/H] in the spectroscopic scale of Carretta et al.
(2009) (equation 14) or in the Nemec et al. (2013)
scale (equation 16) valid for RRab stars, and lin-
ear calibrations MV -[Fe/H] in the above two scales
(equation 10 or equation 11) valid for RRc stars.

We find pertinent at this point to recall a well es-
tablished result: that globular clusters harbour more
that one generation of stars (e.g. Bedin et al. 2004;
Piotto et al. 2005, 2007), and that each generation
has a measurable different chemical abundance; par-
ticularly, the He content increases in later genera-
tions (Milone et al. 2018). As a result of differ-
ent evolutionary sequences, the objects on the HB
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TABLE 3

NUMBER OF PRESENTLY KNOWN VARIABLES PER CLUSTER FOR THE MOST COMMON
VARIABLE TYPES, IN A SAMPLE OF GLOBULAR CLUSTERS STUDIED BY OUR GROUP†

GC RRab RRc RRd SX Phe Binaries CW-(AC)-RV SR, L,M Spotted Unclass Total per cluster Ref.
NGC (M) others ∗
288 0/1 0/1 0/0 0/6 0/1 0/0 0/1 0/10 1
1261 0/16 0/6 0/0 0/3 0/1 0/0 0/3 0/29 22
1904 (M79) 0/6 1/5 0/0 0/5 0/1 0/1 0/14 0/1 1/32
3201 0/72 0/7 0/0 3/24 0/11 0/0 0/8 0/2 0/7 3/124 3
4147 0/5 0/19 0/1 0/0 0/14 0/0 2/2 0/3 2/41 4,23,35
4590 (M68) 0/14 0/16 0/12 4/6 0/0 0/0 0/0 1/2 4/48 5
5024 (M53) 0/29 2/35 0/0 13/28 0/0 0/0 1/12 16/104 6,7
5053 0/6 0/4 0/0 0/5 0/0 0/0 0/0 0/15 8
5466 0/13 0/8 0/0 0/9 0/3 0/1 0/0 2/2 0/34 9
5904 (M5) 2/ 89 1/40 0/0 1/6 1/3 0/2 11/12 0/1 16/152 17,18
6171 (M107) 0/15 0/6 0/0 0/1 0/0 0/0 2/3 0/3 2/25 24
6205 (M13) 0/1 1/7 2/2 2/6 1/3 0/3 3/22 0/4 9/44 25
6229 10/42 5/15 0/0 1/1 0/0 2/5 6/6 0/1 24/69 19
6254 (M10) 0/0 0/1 0/0 1/15 2/10 0/3 0/5 0/2 3/34 26
6333 (M9) 0/8 2/10 1/1 0/0 3/4 1/1 5/6 3/4 12/30 10
6341 (M92) 0/9 0/5 1/1 1/6 0/0 0/1 1/1 0/6 3/23 27
6362 0/16 0/15 1/3 0/6 0/12 0/0 0/0 0/3 0/22 1/55 28
6366 0/1 0/0 0/0 1/1 1/1 1/1 3/4 6/8 11
6388 1/14 2/23 0/0 0/1 0/10 1/11 42/58 46/117 21
6397 0/0 0/0 0/0 0/5 0/15 0/0 0/1 0/13 0/21 29
6401 6/23 6/11 0/0 0/0 0/14 0/1 3/3 14/14 15/52 20
6402 (M14) 0/55 3/56 1/1 1/1 0/3 0/6 18/32 23/154 30
6441 2/50 0/28 0/1 0/0 0/17 2/9 43/82 0/10 47/187 21
6528 1/1 1/1 0/0 0/0 1/1 0/0 4/4 7/7 21
6638 3/10 2/18 0/0 0/0 0/0 0/0 3/9 0/25 8/37 21
6652 0/3 0/1 0/0 0/0 1/2 0/1 0/2 1/5 1/9 21
6712 0/10 0/4 0/0 0/0 2/2 0/0 5/11 0/8 7/27 31
6779 (M56) 0/1 0/2 0/0 1/1 3/3 0/2 0/3 1/6 4/12 32
6934 3/68 0/12 0/0 3/4 0/0 2/3 3/5 1/6 11/92 33
6981 (M72) 8/37 3/7 0/0 3/3 0/0 0/0 0/1 14/48 12
7078 (M15) 0/65 0/67 0/32 0/4 0/3 0/2 0/3 0/11 0/176 13
7089 (M2) 5/23 3/15 0/0 0/2 0/0 0/4 0/0 0/12 8/44 14
7099 (M30) 1/4 2/2 0/0 2/2 1/6 0/0 0/0 0/3 6/14 17
7492 0/1 0/2 0/0 2/2 0/0 0/0 1/2 3/7 16
Pal 13 0/4 0/0 0/0 0/0 0/0 0/0 1/1 1/5 34
Total per type 41/713 35/448 6/54 39/153 16/140 9/57 157/316 0/5 23/161 303/1886

†The variable star types are adopted from the General Catalog of Variable Stars (Kazarovets et al. 2009; Samus et al.
2009). Entries expressed as M/N indicate the M variables found or reclassified by our program and the total number
N of presently known variables. Column 11 indicates the relevant papers on a given clusters.
*Numbers from this column are not considered in the totals. Here we include unclassified variables or likely field
variables in the FoV of the cluster.

References: 1. Arellano Ferro et al. (2013a); 2. Kains et al. (2012); 3. Arellano Ferro et al. (2014a); 4. Arellano
Ferro et al. (2004); 5. Kains et al. (2015); 6. Arellano Ferro et al. (2011); 7. Bramich & Freudling (2012); 8. Arellano
Ferro et al. (2010); 9. Arellano Ferro et al. (2008a), 10. Arellano Ferro et al. (2013a), 11. Arellano Ferro et al.
(2008b), 12. Bramich et al. (2011); 13. Arellano Ferro et al. (2006); 14. Lázaro et al. (2006); 15. Kains et al. (2013);
16. Figuera Jaimes et al. (2013); 17. Arellano Ferro et al. (2015a), 18. Arellano Ferro et al. (2016); 19. Arellano Ferro
et al. (2015b); 20. Tsapras et al. (2017); 21. Skottfelt et al. (2015); 22. Arellano Ferro et al. (2019); 23. Arellano
Ferro et al. (2018b); 24. Deras et al. (2018); 25. Deras et al. (2019); 26. Arellano Ferro et al. (2020); 27. Yepez et al.
(2020); 28. Arellano Ferro et al. (2018a); 29. Ahumada et al. (2021); 30. Yepez et al. (2022); 31. Deras et al. (2020);
32. Deras et al. (2022); 33. Yepez et al. (2018); 34. Yepez et al. (2019); 35. Lata et al. (2019).

have a large range of He abundance causing the ob-
served HB structure, particularly the color range,
and the breadth; the higher the value of Y, the more
luminous the corresponding ZAHB would be. Re-
cently it has been shown that small variations in
the He-burning core mass would also contribute to

the observed breadth of the HB (Yepez et al. 2022).
Hence, the values of the L parameter employed in
the present investigation may be responding to these
effects, which in turn may be responsible, at least
partially, of the scatter observed in the correlations.
Therefore, while it is helpful to identify the cluster
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star members, as we have done, the identification of
stars belonging to the different generations in each
cluster might offer an important improvement on the
calibration of the MV -[Fe/H]-L correlation.

To give support to our results, we compared the
Fourier determinations of [Fe/H] with the spectro-
scopic values in the scale of Carretta et al. (2009)
and found them to be in excellent agreement. The
distances obtained from the mean Fourier MV cali-
brations, and their zero points, have proven to match
within 1.7 kpc and to display a difference dispersion
with an rms of 0.7 kpc, with the independent and
also homogeneous distances determined by Baum-
gardt & Vasiliev (2021) from Gaia-eDR3 and HST
data.

The CCD time-series photometric study of glob-
ular clusters, in combination with difference image
analysis, has been be very fruitful in the discov-
ery of new variables. Following the latest version
of the Catalogue of Variable Stars in Globular Clus-
ters (Clement et al. 2001), we updated in Table 3
the number of know variables per type and per clus-
ter and indicated the numbers of variables found and
classified by our program over the years, for a total
of 303 out of the 1886 variables, likely to be cluster
members, presently known in the family of the 35
clusters considered.
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sincere dedication and implementation of their ex-
pertise to the several astrophysical fronts involved
in the project. My special thanks to Prof. Sunetra
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modifications in the manuscripts. I am grateful to
the institutions operating the employed telescopes
for the time granted to our project, and to the many
support staff members in all these the observatories
for making possible and efficient all our data gather-
ing. The facilities at IAO and CREST are operated
by the Indian Institute of Astrophysics, Bangalore.
The project has been generously supported through
the years by the program PAPIIT of the DGAPA-
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ABSTRACT

We simulate the collapse of a turbulent gas cloud, in which we choose two
sub-clouds. A translational velocity ~vL or ~vR is added, so that the sub-clouds
move towards each other to collide. The radius and pre-collision velocity of the
sub-clouds are chosen to be unequal, and both head-on and oblique collisions are
considered. The simulations are all calibrated to have the same total mass and
initial energy ratio α = 0.16, which is defined as the ratio of thermal energy to
gravitational energy. We compare low-β models to a high-β models, where β is
defined as the ratio of kinetic energy to gravitational energy. Finally, we consider
the turbulent cloud to be under the gravitational influence of an object located far
enough, in order to approximate the tidal effects by means of an azimuthal velocity
Vcir added to the cloud particles apart from the translational and turbulent velocities
mentioned above. We compare a low-Vcir model with a high-Vcir one.

RESUMEN

Se simula el colapso de una nube turbulenta de gas con dos subnubes. Se
agrega una velocidad traslacional ~vL o ~vR tal que las subnubes se muevan una
hacia la otra para chocar. El radio y la velocidad pre-colisión de las subnubes se
escogen desiguales y se consideran colisiones frontales y oblicuas. Las simulaciones
se calibran para tener la misma masa total y razón de enerǵıa inicial α = 0.16,
definida como la razón de la enerǵıa térmica a la enerǵıa gravitacional. Comparamos
modelos de baja-β y alta-β, con β igual a la razón de la enerǵıa cinética a la
enerǵıa gravitacional. Consideramos también que la nube esté bajo la influencia
gravitacional de un objeto lejano, para aproximar los efectos de marea por medio
de una velocidad azimutal Vcir agregada a las part́ıculas de la nube, además de las
velocidades traslacional y turbulenta. Comparamos un modelo de baja-Vcir con uno
de alta-Vcir.

Key Words: hydrodynamics — stars: formation — turbulence — methods: numer-
ical

1. INTRODUCTION

There is ample observational evidence of the oc-
currence of cloud-cloud collisions, see Testi et al.
(2000), Churchwell et al. (2006), Furukawa et al.
(2009), Torii et al. (2011), Takahira et al. (2014) and
Yamada et al. (2021). Regions such as RCW49,
Westerlund2, and NGC 3603 are examples of cloud-
cloud collisions. Collision between clouds are widely
expected, because clouds moving at random direc-
tions have been observed in the plane of the Milky
Way, see Roslowsky et al. (2003) and Bolatto et al.

(2008). As a star formation mechanism, some obser-
vations indicate that cloud-cloud collisions are the
external agent to trigger the initial gas condensation
at the interface of the colliding clouds. This star
formation mechanism seems to be a very important
step to explain the formation of high-mass stars and
clusters of stars. For low-mass stars, the most rele-
vant mechanism of formation seems to be the gravi-
tational collapse of cloud cores, that is induced by an
internal agent, such as the expansion of HII regions,
see Scoville et al. (1986).

273

Revista Mexicana de Astronomía y Astrofísica, 58, 273–299 (2022)
© 2022: Instituto de Astronomía, Universidad Nacional Autónoma de México
https://doi.org/10.22201/ia.01851101p.2022.58.02.09

https://doi.org/10.22201/ia.01851101p.2022.58.02.09
https://doi.org/10.1051/aas:2000214
https://doi.org/10.1051/aas:2000214
https://doi.org/10.1098/rsta.2011.0269
https://doi.org/10.1007/BF00873538
https://doi.org/10.1007/BF00873538
https://doi.org/10.1051/0004-6361/200810860


©
 C

o
p

y
ri

g
h

t 
2

0
2

2
: 
In

st
it
u

to
 d

e
 A

st
ro

n
o

m
ía

, 
U

n
iv

e
rs

id
a

d
 N

a
c

io
n

a
l A

u
tó

n
o

m
a

 d
e

 M
é

x
ic

o
D

O
I:
 h

tt
p

s:
//

d
o

i.o
rg

/1
0

.2
2

2
0

1
/i

a
.0

1
8

5
1

1
0

1
p

.2
0

2
2

.5
8

.0
2

.0
9

274 ARREAGA-GARĆıA

The G0.253 + 0.016 molecular cloud, which is
also called the Brick, has attracted much attention
and is believed to be formed by a cloud-cloud colli-
sion. This cloud is massive (≈ 105M�) and compact
(3 pc), located in the Central Molecular Zone of the
Milky Way (CMZ). The Brick can be considered to
be a possible progenitor cloud of a young massive
cluster (YMC) of stars; that is, the Brick represents
the initial conditions out of which high-mass proto-
stars can be formed through gravitational collapse,
see Petkova et al. (2006).

Longmore et al. (2012) presented deep, multiple-
filter, near-IR observations of the Brick, to ascertain
its dynamical state. Longmore et al. (2012) noted
that large-scale emission from shocked-gas was de-
tected toward the Brick, which indicates that this
cloud could have been formed by the convergence of
large-scale flows of gas or by a cloud-cloud collision.

Using ALMA line emission observations of sul-
fur monoxide, Higuchi et al. (2014) compared
the filamentary structures observed in the cloud
G0.253+0.016 with a cloud collision model. Con-
sequently, the shell structure was obtained theoreti-
cally, which is similar to that shell-like structure ob-
served in the G0.253+0.016 cloud. The model pro-
posed by Higuchi et al. (2014) considered that the gi-
ant G0.253+0.016 molecular cloud may have formed
due to a cloud collision between two unequal clouds.
The small cloud had a radius of 1.5 pc and a mass
of 0.5 × 105M�; the larger cloud had a radius of
3 pc and a mass of 2 × 105M�. Their approaching
pre-collision velocity was from 30 to 60 km/s.

Using the Combined Array for Research in
Millimeter-wave Astronomy (CARMA), Kauffmann
et al. (2013) presented high-resolution interferomet-
ric molecular line and dust emission maps for the
G0.253+0.016 cloud. They estimated the virial pa-
rameter of the the G0.253+0.016 cloud, which yields
a value of αvir < 0.8. In addition, Rathborne et
al. (2015) used ALMA observations of the Brick to
investigate its physical conditions.

Many surveys have reported the physical condi-
tions of gas structures of the ISM on the verge of
collapse; see for instance, Caselli et al. (2002) and
Jijina et al. (1999). The dimensionless ratios α and
β, which are defined as the ratio of thermal energy
to gravitational energy and the ratio of kinetic en-
ergy to gravitational energy, respectively- are very
useful to characterize the physical state of these gas
structures. Observations seem to favor the statistical
occurrence of low-β clumps. However, recent obser-
vations have found a gas cloud with a high value of β,
see for example Jackson et al. (2018). In addition, for

clouds in the CMZ, the gas is observed to be highly
turbulent, with large non-thermal line-widths in the
range from 20 to 50 km/s. Consequently, considering
an isothermal sound speed from 0.3 to 0.6 km/s and
gas temperatures from 30 to 100 K, the typical Mach
numbers are in the range from 10 to 60, which is a
highly-supersonic turbulence, see Bally et al. (1998)
and Mills (2017).

From the theoretical side, many simulations that
aim to study a cloud-cloud collision process have
appeared in the last three decades, for instance,
Hausman (1981), Lattanzio et al. (1985), Kimura
and Tosa (1996), Klein and Woods (1998) and Mar-
inho and Lépine (2000). However, these early sim-
ulations were done with low resolution. Simula-
tions with much better resolution were done more
recently by Burkert and Alves (2009) and Anath-
pindika (2009a). Colliding gas structures starting
from hydrodynamical equilibrium were considered
by Kitsionas and Whitworth (2007) and Anath-
pindika (2009b). Anathpindika (2010) considered
collisions between unequal gas structures. Gómez et
al. (2007), Vazquez-Semanedi et al. (2007) and other
authors studied the generation of turbulence at the
shock front of head-on collisions.

Lis and Menten (1998) proposed a model that
was based on a cloud-cloud collision that aimed to
explain far-infrared continuum emission observations
of the G0.253+0.016 molecular cloud. The simula-
tion presented by Habe and Ohta (1992) assumed
that the mass ratio of the non-identical colliding
clouds was 1:4 and the radius ratio was 1:2.

Dale et al. (2019) and Kruijssen et al. (2019) pro-
posed hydrodynamical simulations of a gas cloud or-
biting in the gravitational potential of the CMZ, in
the radial range from 1 to 300 pc. In these simu-
lations, each SPH particle was given an additional
external force to take the external potential of the
CMZ into account.

Anathpindika (2010) studied a head-on collision
between two clouds of different sizes: one cloud was
modeled as a Bonnor-Ebert sphere and the second
cloud was modeled as a uniform density sphere. The
cloud’s pre-collision translation velocities were also
unequal: one moves at 10 km/s while the second
cloud moves at -15 km/s. The formation of a bow-
shock is the main outcome of these simulations. The
bow-shock continues collapsing, so that the models
showed a lot of fragmentation while other models
with slow collision velocities showed no sign of frag-
mentation. In addition, the author noted that this
behavior (whether or not fragmentation is present)
also depends on the simulation resolution.
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In this paper we aim to study the collision process
of several un-equal sub-clouds, which are initially
embedded within a parent turbulent cloud. The set
up of this paper is similar to the physical conditions
mentioned by Anathpindika (2010), Higuchi et al.
(2014) and Kauffmann et al. (2013), so that the sys-
tem of interest resembles the Brick. In addition, we
want to see what role the initial turbulence of the
cloud can have on the overall collision process. While
Anathpindika (2010) and other authors have consid-
ered two separate clouds that collide, we emphasize
that in this paper that the initial cloud entirely con-
tains the two sub-clouds that collide. We consider
both kinds of clouds to simulate: low and high β
turbulent models, so that β = 0.5 or β = 50. In
both cases, the cloud will collapse once the initial
turbulence has been dissipated. It has been shown
by Arreaga (2018) that the β ratio can reach very
high values, and yet the simulations of these clouds
show that they still collapse globally.

The models considered in this paper are clearly
incomplete given that they do not take into account
the environment of the cloud, so that the models are
taken as isolated systems, which is a common prac-
tice in numerical simulations of cloud collapse and
evolution. In the case of the Brick, or in general of
a cloud located in the CMZ, a tidal force will be ex-
erted upon the clouds from a massive central object,
see Molinari et al. (2011).

For this reason, we introduce an approximate
model to mimic the gravitational influence of a cen-
tral massive object on the cloud, in addition to the
collision process described earlier. In this approxi-
mate model, an additional velocity is added to each
SPH particle of the cloud, so that this velocity is di-
rectly related to the escape velocity induced by the
massive central object on the cloud. The result ob-
tained with this simple model has allowed us to con-
clude that the collapse of the cloud is accelerated by
the presence of the external object, as was already
pointed out by Dale et al. (2019) and Kruijssen et
al. (2019), using a more complete model.

It must be emphasized that this simple approxi-
mate model produces a central condensation during
the very early evolution of the cloud, which is de-
cisive in the subsequent evolution. The results ob-
tained from these simulations are in agreement with
observations (Hillenbrand and Hartmann, 1998) and
simulations (Kirk et al., 2014), which indicate that
the most massive member of a star cluster is always
located at the center of the cluster.

It must be noted that the gas particles of all the
models include three types of velocities, which are

the turbulent velocity spectrum, the translational
velocity and the azimuthal velocity; all of them are
given as initial conditions of the SPH particles. The
particles are then allowed to evolve as gas described
by the Navier-Stokes hydrodynamic equations under
the influence of their own gravitational interaction.

The outline of this paper is as follows. In § 2
we describe the initial cloud, within which all the
collision models will take place. The initial condi-
tions given to the simulation particles are explained
in § 2.1 and § 2.2. We define the azimuthal velocity
in § 2.3. Then, in § 2.4 we give the details of the col-
lision geometry and define the models to be studied.
We describe the GADGET2 code, the resolution of
the simulations and the equation of state in S 2.6,
§ 2.7 and S 2.8, respectively. In § 3, we describe the
most important features of the time evolution of our
simulations by means of two-dimensional (2D) and
three-dimensional (3D) plots. A dynamical charac-
terization of the simulation outcomes is undertaken
in § 4. Finally, in § 5 and § 6 we discuss the relevance
of our results in view of those reported by previous
papers, and we make some concluding remarks.

2. THE PHYSICAL SYSTEM AND
COMPUTATIONAL CONSIDERATIONS

The gas cloud that is considered in this paper is
a uniform sphere with a radius of R0 = 3.0 pc and
a mass of M0 = 1.0 × 105M�. The average density
and the free-fall time of this cloud are ρ0 = 5.9 ×
10−20 g cm−3 and tff = 8.64 × 1012 s or 0.27 Myr
(2.7 ×105 yr), respectively. The values of R0 and
M0 have been taken from Kauffmann et al. (2013)
and Higuchi et al. (2014), to draw comparisons with
their models of the Brick. The number density of
the cloud considered here is n0 = 15352 particles per
cm3; a mean molecular weight of 2.4 for the hydrogen
molecule is assumed. Therefore, its mean mass is
3.9 × 10−24 g.

It should be emphasized that these physical prop-
erties of density, mass and radius are typical of the
gas structures, so-called “clumps”, in the cloud clas-
sification framework of Jijina et al. (1999) and Bergin
et al. (2007) of the ISM, with a number density
within the range 103− 104 cm3. With respect to the
mass, the gas structure of this paper would better
correspond to a “cloud”, because the typical mass of
clouds is within the range 103 − 104M� while that
of the clumps is in the range 50− 500M�.

We therefore use the term cloud to refer to the
gas structure considered here, although it is clearly
much denser that a typical cloud. For a cloud struc-
ture near the CMZ, the physical properties are ob-
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served to be more extreme, so that the number den-
sity and the temperature are in general higher than
in the clouds of ISM in the galactic disc, see Long-
more et al. (2013).

2.1. The Initial Conditions of the Simulation
Particles

2.1.1. The Initial Positions

The gas particles are initially located in a simu-
lation volume, which is divided into small cubic ele-
ments, with a volume given by ∆x∆y∆z. A gas
particle is placed at the center of each cubic ele-
ment. Next, each particle is displaced a distance of
the order ∆/4.0 in a random spatial direction within
each cubic element. The total number of particles
is 13,366,240. Therefore, the mass of a simulation
particle is given by mp = 7.48 × 10−3M�.

2.1.2. The Initial Turbulent Velocity Spectrum

To generate the turbulent velocity spectrum, we
set up a mesh with a side length equal to 2 times
the cloud radius, L0 = 2R0, so that the size of
each grid element of this mesh is δ = L0/Ng and
the mesh partition is determined by Ng = 64. In
Fourier space, the partition is given by δK = 1/L0,

so that each wave-number vector ~K has the com-
ponents Kx = ixδK, Ky = iyδK and Kz = izδK,
where the indices ix, iy, iz in equation 1 take integer
values in the range [−Ng/2, Ng/2] to cover all of the
mesh.

A velocity vector ~v(~r) = (vx, vy, vz) must be as-
signed for a SPH particle located at position ~r =
(x, y, z), which is given by

~v(~r) ≈ Σix,iy,iz

∣∣∣ ~K∣∣∣−n−2
2 ~K sin

(
~K · ~r + ΦK

)
, (1)

where n is the spectral index. It must be noted that
this kind of turbulent velocity spectrum is known
as a curl-free (CF) type. A method to obtain a
divergence-free (DF) type of turbulence spectrum
has been shown in Dobbs et al. (2005). Arreaga
(2017) examined the effects on the collapse of cores
due to variation of the number and size of the
Fourier modes, for each turbulence type, whether
divergence-free or curl-free. Arreaga (2017) demon-
strated that the results of the core collape are not
substantially different. Arreaga (2018) presented
simulations in which the velocity vector given to each
SPH particle was formed by a combination of the two
types of turbulent spectra ~v = 1

2~vDF + 1
2~vCF .

The initial power of the velocity field for both
types of turbulence is given by:

P ( ~K) =<
∣∣∣v( ~K)

∣∣∣2 >=
∣∣∣ ~K∣∣∣−n . (2)

The spectral index has been fixed in our simulations
to the value n = −1 and thus we will have P ≈ K
and v2 ≈ K−1. Other authors have used other val-
ues for the spectral index, for instance n = 2, so
that their power and velocity go as P ≈ K−2 and
v2 ≈ K−2, respectively, see Dobbs et al. (2005).

Finally, the level of turbulence can be adjusted by
introducing a multiplicative constant in front of the
right-hand side of equation 1, whose value is fixed, as
we explain it in the next § 2.2. Later, we will show
that the velocity spectrum proposed in § 2.1.2 has
some of the well-known characteristics of turbulence,
see § 5.1.

2.2. Initial Energies

In a particle-based simulation, the thermal, ki-
netic and gravitational energies are given by

Ether = 3
2

∑
i mi

Pi

ρi
,

Ekin = 1
2

∑
i miv

2
i ,

Egrav = 1
2

∑
i miΦi,

(3)

where Pi is the pressure and Φi is the gravitational
potential at the location of particle i, with velocity
vi and mass mi. It should be emphasized that all
of the SPH particles of a simulation must be used in
the summation of equation 3.

Let α be defined as the ratio of the thermal en-
ergy to the gravitational energy and let β be the ratio
of the kinetic energy to the gravitational energy, so
that

α ≡ Ether
|Egrav|

, (4)

and

β ≡ Ekin
|Egrav|

. (5)

The value of the speed of sound c0 has been
fixed at 225,000 cm/s, so that the initial turbulent
cloud has the α0 ratio given by 0.16, for all the
collision models. The multiplicative constant men-
tioned in § 2.1.2 has been adjusted so that the ini-
tial turbulent cloud has a β0 ratio given by 0.5.1

1We also consider models with a very high value of the ratio
of the kinetic energy to the gravitational energy; in addition,
there is observational interest in these kinds of model, see
§ 2.2.1 below.
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Higuchi et al. (2014) presented line emission obser-
vations of the Brick using the Atacama Large Mil-
limeter/Submillimeter Array and considered values
of β0 = 0.1 and α0 = 0.02 taking into account a cloud
mass of 2 × 105M�, radius of 2.8 pc, a temperature
of 20 K and a one-dimensional velocity dispersion of
4 km/s.

The virial parameter is very useful when charac-
terizing the physical state of a gas structure, which
is defined observationally by

βvir ≡
5σ2

1D R

GM
, (6)

where G is Newton’s gravitational constant, M and
R are the mass and radius of the gas structure, and
σ1D is the intrinsic one-dimensional velocity disper-
sion of the hydrogen molecule. Assuming isotropic
motions, a 3D velocity dispersion can be simply re-
lated by σ3D =

√
3σ1D. It should be noted that

a gas structure in virial equilibrium would have
βvir = 1.

The empirical relation between the virial param-
eter is βvir = 2 a β, where β is the dimensionless
ratio defined in equation 5 and a is a numerical fac-
tor that is empirically included to take modifications
of non-homogeneous and non-spherical density dis-
tributions into account. According to this empirical
relation, the virial parameter of the simulation of
this paper is approximately 1.

Later, the virial theorem will be useful to show
the level of virialization of the simulation outcome.
In general terms, for a gas structure in virial equilib-
rium, the energy ratios defined above in equations 4
and 5 satisfy the relation

α+ β =
1

2
. (7)

It is expected that if a gaseous system has
α+ β > 1/2, then it will expand; in the other case, if
α+ β < 1/2, then the system will collapse. It must
be mentioned that Miyama et al. (1984), Hachisu
and Heriguchi (1984) and Hachisu and Heriguchi
(1985) obtained a criterion of the type α × β < 0.2
to predict the output of a given simulation.

2.2.1. Observational Evidence for Models with
Extreme Initial Kinetic Energy.

Large kinetic energy molecular clouds have re-
cently been observed. For example, Jackson et al.
(2018), reported unusually large line-widths of the
G337.342-0.119 gas structure, which is also known
as the Pebble. These kinds of clouds are expected

not to collapse in terms of the virial theorem, be-
cause a gas structure such as the Pebble reaches a
virial parameter of 3.7.2

In spite of this, numerical simulations have shown
that there are gas structures with a large kinetic
energy, so that their virial parameter is around or
greater than 2, and are in a state of global collapse,
see for instance Ballesteros et al. (2018). In addi-
tion, Arreaga (2018) determined the extreme kinetic
energy allowed for a turbulent core to collapse under
the influence of its own self-gravity. The results that
these authors found are given in terms of the ratio β,
which is defined here in equation 5 of § 2.2, so that a
turbulent core can have an initial β as high as 2− 8
and with an initial Mach number within 3 − 9 and
still finish its evolution in a collapsed state.

For clouds in the CMZ, the gas is observed to be
highly turbulent, with high non-thermal line-widths
in the range from 20 to 50 km/s. Considering an
isothermal sound speed within the range from 0.3 to
0.6 km/s for gas temperatures from 30 to 100 K, the
typical Mach numbers are in the range from 10 to 60,
which is a highly supersonic turbulence, see Bally et
al. (1998) and Mills (2017).

2.3. The Azimuthal Velocity

Let us consider a massive agent, such as a dwarf
spheroidal galaxy, which is located at the origin of a
coordinate system. Let us place the molecular cloud
of interest here to be in the z-axis, at a distance
ZC . This massive agent induces an escape velocity
at each radius R (with respect to the center of the
massive agent), so that

Vcir =
√

2GM(R)/R , (8)

whereM(R) is the mass contained up to the radius R
and G is Newton’s gravitational constant. In spher-
ical coordinates R, θ and φ, the velocity vector ~V
has components VR, Vθ and Vφ, respectively. These
spherical components are related to the Cartesian
components of velocity Vx, Vy and Vz by three si-
multaneous equations, whose coefficients are given
in terms of the sine and cosine of the polar and az-
imuthal angles θ and φ, as follows:

VR=Vx sin(θ) cos(φ) + Vy sin(θ) sin(φ) + Vz cos(θ),

Vθ=Vx cos(θ) cos(φ) + Vy cos(θ) sin(φ)− Vz sin(θ),

Vφ=−Vx sin(φ) + Vy cos(φ).

(9)

2Recall that the virial theorem states that a gas structure
with a virial parameter less than 1 will collapse; otherwise,
if the virial parameter is greater than 1, then a gas structure
will not collapse.



©
 C

o
p

y
ri

g
h

t 
2

0
2

2
: 
In

st
it
u

to
 d

e
 A

st
ro

n
o

m
ía

, 
U

n
iv

e
rs

id
a

d
 N

a
c

io
n

a
l A

u
tó

n
o

m
a

 d
e

 M
é

x
ic

o
D

O
I:
 h

tt
p

s:
//

d
o

i.o
rg

/1
0

.2
2

2
0

1
/i

a
.0

1
8

5
1

1
0

1
p

.2
0

2
2

.5
8

.0
2

.0
9

278 ARREAGA-GARĆıA

Let us assume that ZC and the radius of the cloud
( which is defined in § 2 R0 = 3 pc with respect to the
center of the cloud), satisfy the relation R0/ZC � 1,
then as sin(θ) = R0/R ≈ R0/ZC � 1 then θ ≈ 0,
for which cos(θ) ≈ 1 and sin(θ) ≈ 0. In addition,
in the particular case that the cloud follows a cir-
cular orbit around the massive center at radius R,
then the velocity vector would only have a non-zero
polar velocity component, Vθ, while the radial and
azimuthal components VR and Vφ are zero. Let us
denote this velocity as Vθ = −Vcir, where the minus
sign indicates that the assumed rotation of the cloud
is counter-clock-wise in its orbit around the massive
agent. Under these simplifications, the relations 9
between Cartesian and spherical components of ve-
locity are reduced to

Vx = −Vcir cos(φ),

Vy = −Vcir sin(φ),

Vz = 0,

(10)

so that the magnitude of the velocity of a particle
located at any radius R is therefore always given by√
V 2
x + V 2

y = Vcir. These Cartesian components of

the velocity will be added to the particle velocity
defined in equation 1 to generate four new models
in which this approximation will be implemented. It
should be noted that the azimuthal angles have the
same projection in both coordinate systems: the first
is based on the cloud center and the second is located
at the gravitational agent center.

We will call this velocity the “azimuthal velocity”
because it is given only in terms of the azimuthal
angle φ. Then, the approximation that replaces the
tidal force by an azimuthal velocity, as described in
equation 10, does not depend explicitly on the dis-
tance of the massive center to the cloud as long as
ratio between the cloud radius to this distance is
quite small.

Following with the model of a cloud of the CMZ,
the mass of this massive agent has been fixed at
MB = 3.6 × 106M�, which corresponds to the black
hole located at the center of the Milky Way. In this
case, the escape velocity at 500 pc is 5.57 km/s. To
compare this velocity with those displayed at Fig-
ure 2, in terms of the speed of sound c0 defined in
§ 2.2, we have a Mach number of Vcir = 2.47. It
must be noted that the magnitude of this circular
velocity Vcir is quite small as compared to that pro-
posed by Molinari et al. (2011), in which a model
for the orbit of the gas stream near the massive cen-
ter Sgr B2 is around 80 km/s. For this reason, we
have also included a second set of models in which

the massive agent is considered to be molecular gas
concentrated in the nuclear bulge of the Milky Way,
see Launhardt et al. (2002), so that the total mass
is MH = 8.4 × 108M�, see also Mills (2017), for
which the escape velocity at 500 pc is 85 km/s, such
that the normalized velocity in terms of the speed of
sound 37.82.

2.4. The Collision Models

It is important to emphasize that the cloud en-
tirely contains the two subsets of particles that are
going to collide. Let us call these subsets the pre-
collision sub-clouds. They are located initially along
the x-axis, so that the centers are: for the left-hand
clump (-2.55, 0, 0) pc and for the right-hand clump
(2.55, 0, 0) pc.

The radius of the pre-collision sub-clouds are cho-
sen to be equal for two models, and different for an-
other two models. The former models are head-on
collisions. An impact parameter b has also been con-
sidered for the latter models, so that they are oblique
collisions, in which b takes the value 1.5 pc along
the y-axis. Bekki and Couch (204) have demon-
strated observationally that the most likely impact
parameter b in cloud collisions in the Large Mag-
ellanic Cloud and the Small Magellanic Cloud is
0.5D < b < D where D is the diameter of the cloud.
For the radius R0 of the cloud considered in this pa-
per, b has been chosen such that b = 0.25D.

We show all these models in Table 1. The la-
bel is shown in Column one. The impact parameter
value is shown in Column two. In Columns three
and four, the relationship of the radius and trans-
lational velocities are shown, for the left-hand and
right-hand sub-clouds, respectively. It is important
to emphasize that the relative pre-collision velocity
of the sub-clouds is 29 km/s and is formed for non-
identical velocities for the left-hand and right-hand
sub-clouds. In Column five, the value of the ratio of
the kinetic energy to the gravitational energy for the
initial configuration of particles is shown, see equa-
tion 5. Finally, Column six gives the value of the
azimuthal velocity added to the cloud particles, see
§ 2.3. It must be clarified that these models are a
sample from a larger set of models that was consid-
ered in a first manuscript, so that the numbers of the
labels do not show any ordering.

2.4.1. A Note on the Physical Parameters chosen
for the Sub-clouds.

As we mentioned in § 1, the idea that the Brick
could be formed by a non-identical cloud-cloud col-
lision has been explored for some time. Habe and
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Fig. 1. Schematic diagram of the pre-collision geometry for a head-on collision (left-hand panel) and an oblique collision
(right-hand panel). The color figure can be viewed online.

TABLE 1

THE COLLISION MODELS

Model b rL : rR vL : vR β0 Vcirc0

[pc] [pc] [km/s]

U5 0 0.75:1.5 14:-15 0.5 0

U13 0 1.5:1.5 14:-15 0.5 0

U9 1.5 0.75:1.5 14:-15 0.5 0

U11 1.5 1.5:1.5 14:-15 0.5 0

U5b 0 0.75:1.5 14:-15 50 0

U13b 0 1.5:1.5 14:-15 50 0

U9b 1.5 0.75:1.5 14:-15 50 0

U11b 1.5 1.5:1.5 14:-15 50 0

U5r 0 0.75:1.5 14:-15 0.5 2.47

U13r 0 1.5:1.5 14:-15 0.5 2.47

U9r 1.5 0.75:1.5 14:-15 0.5 2.47

U11r 1.5 1.5:1.5 14:-15 0.5 2.47

U5rb 0 0.75:1.5 14:-15 0.5 37.82

U13rb 0 1.5:1.5 14:-15 0.5 37.82

U9rb 1.5 0.75:1.5 14:-15 0.5 37.82

U11rb 1.5 1.5:1.5 14:-15 0.5 37.82

b is the impact parameter; r L :r R is the initial relation
of the colliding sub-cloud radii; v L :v R is the relation
of the translational velocities or pre-collision velocities;
β0 is the initial ratio of kinetic energy to gravitational
energy; and Vcir/c 0 is the ratio between the azimuthal
velocity and the speed of sound .

Ohta (1992) assumed that the mass ratio of the col-
liding clouds is 1:4 and the radius ratio is 1:2. Later,
Lis and Menten (1998) followed this collision model,
so that their pre-collision velocities of the clouds are

taken for this paper exactly as these authors intro-
duced them.

More recently, using observations, Kauffmann et
al. (2013) estimated that the virial parameter of the
Brick is around βvir ≤ 0.8 and considered the same
geometry of un-equal clouds at the same relation pro-
posed by Habe and Ohta (1992) and Lis and Menten
(1998). In this paper, we have taken the value of
β0 = 0.5, so that we expect to have a value of the
virial parameter of ≈ 1, see § 2.2.

Shortly after, Higuchi et al. (2014) reconsidered
this idea and continued the exploration of a cloud-
cloud collision model in which the relative speed of
colliding clouds was within the range from 30 to 60
km/s, and the radii were of 1.5 and 3 pc, for the
small and big clouds, respectively.

In this paper, the translation velocity shown in
Table 1, vL : vR, is given in terms of the sound speed
c0 by 6.2:6.6 Mach, so that the relative velocity of
approach is a little greater than 12 Mach.

To allow comparison of the results of the present
paper with Lis and Menten (1998), Kauffmann et al.
(2013) and Higuchi et al. (2014), we use here the
same values for the mass, radius and translation ve-
locity of the cloud-cloud collision model that were
used by these authors.

It must be noted that the gas particles of all
the models described in Table 1 include the Carte-
sian components of velocity described in equation 1,
which are the turbulent velocity spectrum and the
translation velocity vL : vR of the sub-clouds. How-
ever, only the last four models include a third set of
velocity components already described equation 10,
which are needed to implement the approximation
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that replaces the tidal force by an azimuthal veloc-
ity. All three types of velocities enter as initial con-
ditions of the SPH particles, as we will describe in
§ 2.5.

2.5. Characterization of the Initial Turbulence

To show the nature of the turbulence that is im-
plemented in § 2.1.2, we consider the distribution
functions of the initial velocity.

In Figure 2, we show the distribution functions
of the radial component of the velocity at the initial
snapshot, so that in the vertical axis the fraction f
of the simulation particles whose magnitude of the
velocity is smaller than that value shown in the hor-
izontal axis. The radial component has been calcu-
lated with respect to the origin of the coordinates
located in the center of the cloud, which is located
at the center of the simulation box.

According to the left-hand column panels of Fig-
ure 2 that is, for models U and Ub, half of the simu-
lation particles have a negative radial velocity com-
ponent, while the other half have a positive radial
component. This symmetry is expected from the
random process described in § 2.1 to generate the
direction of the velocity vectors.

It must be emphasized that for the right-hand
column panels of Figure 2 that is, for models Ur
and Urb, which include an azimuthal velocity, the
symmetry of the curves with respect to the posi-
tive and negative radial components has been lost.
These panels indicate that the azimuthal velocity fa-
vors that 80 percent of the particles have negative
radial component of the velocity.

It must also be emphasized that both types of
models U , Ur and Urb have the same initial turbu-
lent velocity spectrum with the same level of energy,
as defined in § 2.1 and § 2.2, and have the same
translational velocity. The only difference between
them is whether or not they include the azimuthal
velocity, as described in § 2.3. It is observed in Fig-
ure 2 that the distribution function of the models U
shows a magnitude of the velocity 12 percent smaller
than that of models Ur.

Later, we will compare these curves at the initial
snapshot with curves obtained for an snapshot of the
final evolution stage.

A brief description of the dynamics of the isolated
cloud is given in § 5.1.

2.6. The Evolution Code

The simulations of this paper are evolved using
the particle-based Gadget2 code, which implements
the SPH method to solve the Euler equations of hy-
drodynamics; see Springel (2005). Gadget2 has a

Monaghan-Balsara form for the artificial viscosity,
see Balsara (1995), so that the strength of the viscos-
ity is regulated by setting the parameter αν = 0.75
and βν = 1

2 .×αv, see Equations 11 and 14 in Springel
(2005). The Courant factor has been fixed at 0.1.

The SPH sums are evaluated using the spheri-
cally symmetric M4 kernel and so gravity is spline-
softened with this same kernel. The smoothing
length h establishes the compact support, so that
only a finite number of neighbors to each particle
contribute to the SPH sums. The smoothing length
changes with time for each particle, so that the mass
contained in the kernel volume is a constant for the
estimated density. Particles also have gravity soft-
ening lengths ε, which change step by step with the
smoothing length h, so that the ratio ε/h is of order
unity. In Gadget2, ε is set equal to the minimum
smoothing length hmin, which is calculated over all
particles at the end of each time step.

2.7. Resolution

Truelove et al. (1997) demonstrated that the res-
olution requirement of a hydrodynamic simulation
can be expressed in terms of the Jeans wavelength
λJ , which is given by

λJ =

√
π c2

Gρ
, (11)

where G is Newton’s gravitation constant, c is the
instantaneous sound speed and ρ is the local density,
so that a mesh-based simulation must always have its
grid length scale l such that l < λJ/4.

Bate and Burkert (1997) demonstrated that the
resolution requirement for a particle-based code, the
Jeans wavelength λJ is better written in terms of the
spherical Jeans mass MJ , which is defined by

MJ ≡
4

3
π ρ

(
λJ
2

)3

=
π

5
2

6

c3√
G3 ρ

, (12)

so that an SPH code will produce correct results as
long as the minimum resolvable mass mr is always
less than the Jeans mass MJ . The mass mr is given
by mr ≈ MJ/(2Nneigh), where Nneigh is the num-
ber of particles included in the SPH kernel (i.e., the
number of neighbors). Therefore, our simulations
will comply with this resolution requirement if the
particle mass mp is such that mp/mr < 1.

As we mentioned in § 2.1, we have N =
13366240 SPH particles in each simulation and there-
fore mp = 7.4 × 10−3M�. Now, if we consider that
the highest peak density in our collision models is
ρmax = 5.0 × 10−12 g/cm3, then the minimum Jeans
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Fig. 2. Distribution function for the radial component of the velocity at the initial snapshot at t/tff = 0, for the model
(top left-hand) U with a low level of turbulence; (top right-hand) Ur with a small azimuthal velocity; (bottom left-hand)
Ub with a high level of turbulence and (bottom right-hand) Urb with a large azimuthal velocity. f is the fraction of
particles whose magnitude of the velocity vr/c0 (normalized with the sound speed) is smaller than that value shown in
the horizontal axis. The color figure can be viewed online.

mass would be given by (MJ)min ≈ 0.594048M�, so
that we obtain mr = 7.4× 10−3M�. Thus, for that
peak density the ratio mp/mr ≤ 1, and the Jeans
resolution requirement is satisfied. In this sense, we
are sure to avoid the growth of numerical instabil-
ities or the occurrence of artificial fragmentation in
all our simulations, up to densities smaller or equal
than ρmax. In the next sections, we will present
our results in terms of a normalized density, so that
log (ρmax/ρ0) is given by 7.9, where ρ0 is the average
density of the initial cloud, as we mentioned in § 2.

2.8. Equation of State

Most simulations in the field of collapse used an
ideal equation of state or a barotropic equation of
state (BEOS), as was proposed by Boss et al. (2000):

p = c20 ρ

[
1 +

(
ρ

ρcrit

)γ−1
]
, (13)

where γ ≡ 5/3 and ρcrit is a critical density, a pa-
rameter which we explain now. This BEOS takes
into account the increase in temperature of the gas
as it begins to heat once gravity has produced a sub-
stantial contraction of the cloud. In this paper, we

also use this BEOS scheme for simplicity with a crit-
ical density ρcrit = 5.0 × 10−14 g/cm3, which is 100
times smaller than the peak density considered in
§ 2.7 for the resolution requirement estimate; that
is, ρmax. However, it should be emphasized that it
is only an approximation. Consequently, to describe
correctly the transition from the ideal to the adia-
batic regime, one needs to solve the radiative trans-
fer problem coupled to gravity in a self-consistent
way.

3. RESULTS

3.1. Evolution of the Density Peak

In Figure 3 we show the time evolution of the
global density peak, irrespective of where the particle
with the highest density is located in the simulation
volume. As can be seen in this figure, all models
collapse at different times (as expected).

Let us consider the top left-hand panel of Fig-
ure 3, the models with a low level of turbulence.
The fastest collapse is that of Model U13; followed
by the collapse of Models U9 and U5, respectively.
The slowest collapse is that of Model U11.
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Fig. 3. Evolution of the density peak for all the models (top left-hand) U with low level of turbulence; (top right-hand)
Ur with a small azimuthal velocity (bottom left-hand) Ub with high level of turbulence and (bottom right-hand) Urb
with a large azimuthal velocity. The color figure can be viewed online.

This ordering seems to be a consequence of the
gas dragging, which is caused by the asymmetry in
radius and velocity. Consequently, as the gas flows,
it is more difficult to condense by the action of the
gravity. Model U13 does not show any sign of gas
dragging, because the gas remains of the head-on
collision is still around of the pre-collision center.
This is the reason why this model collapses first.

The density peak curve of Model U9 very closely
follows that of Model U13; This happens because
the right-hand sub-cloud acts as a primary member
in the binary system formed, which is only slightly
perturbed by the left-hand sub-cloud, that acts as a
secondary member of the binary. The collapse takes
place first in the primary, which is more massive.

The density peak curve of Model U5 is the third
to reach the collapse. This happens because the
right-hand sub-cloud entirely swallows the left-hand
sub-cloud during the collision, so it produces a mass
perturbation in the central region, which must first
settle down for the collapse to continue. The slowest
collapse is that of Model U11. This happens because
the dragging of the colliding sub-clouds is maximum,
so the mass does not stack easily.

Let us now consider the bottom left-hand panel
of Figure 3, the Models Ub with a high level of turbu-
lence. In this case, the behavior of all of the curves is
the same as that explained earlier for the top panel,
but for the panel of Model Ub there is a slight shift
to the right to longer evolution times, above all for
the Models U5b,U9b and U13b. The collapse time
of Model U11b is almost similar to that observed in
Model U11.

We observe a very significant change in the time
scale for the right column panels of Figure 3; in
the top right-hand panel, Models Ur that include
a low azimuthal velocity, the collapse is accelerated,
so that the collapse time is shorter than the previ-
ous models U and Ub by 40 percent, approximately.
In the bottom right-hand panel, Models Urb that
include a high azimuthal velocity, the collapse is ex-
tremely fast and the time scale has been reduced to a
range from 0.1 to 0.15 t/tff . In addition, the curves
for Models Urb do not show any sign of the early
random collisions between the SPH particles, due to
the turbulence spectrum induced on each particle ve-
locity.
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3.2. Column Density Plots

The main outcome of the collision models is
shown by means of column density plots of a thin
slice of gas, parallel to the x-y plane. To make a
proper comparison between the different models, we
have selected for each model a snapshot whose peak
density is such that log (ρmax/ρ0) ≈ 5.

In Model U5, once the head-on collison between
the left-hand and right-hand sub-clouds has taken
place, the asymmetry in the original sub-clouds in
both radius and translational velocity, makes the
right-hand sub-cloud (the biggest and the fastest
cloud) swallow and drag the left-hand sub-cloud (the
smallest and slowest cloud). The resulting stirred
gas oscillates from the left-hand side to the right-
hand side along the x-axis. The spatial symmetry
in the original configuration of the right-hand sub-
cloud is translated to the symmetry in the arms de-
veloped around the central cloudlet, as can be seen
in the top left-hand panel of Figure 4. In § 3.1, this
phenomenon was simply referred to as gas dragging,
which was a useful way to explain the time of col-
lapse by means of the density peak curves.

When the asymmetry in the radius is removed,
the final result is a central cloudlet, that is elongated
along the x-axis, with a strong bipolar outflow along
the y-axis, as can be seen in the top right-hand panel
of Figure 4, which is the outcome of Model U13. Be-
cause of this result, we note that the asymmetry in
the velocities of the collision model is not as impor-
tant as the asymmetry in the radii with respect to
the outcome of the simulations.

Different results are obtained when an impact
parameter is taken into account. In the case of
Model U9, as illustrated in the bottom left-hand
panel of Figure 4, the asymmetry in the radii and ve-
locities together with an impact parameter produce a
weak binary system, in which the the left-hand sub-
cloud (the smallest and slowest cloud) passes by and
is attracted by the right-hand sub-cloud (the biggest
and fastest cloud), so that part of the mass of the
former is pulled out. Nevertheless, an arm is still
visible around the remains of the pre-collision left-
hand sub-cloud and a long arm also develops around
the central cloudlet, which is analogous in origin to
the arm formed in Model U5.

In the case of Model U11, when the symmetry
in the radii of the pre-collision sub-clouds is restored
but still in the presence of the impact parameter as
in Model U9, a binary system is formed as the main
outcome, in which several gas bridges are seen to be
strongly connecting the remains of the two collid-

ing clumps, as can be seen in the bottom right-hand
panel of Figure 4.

In Figure 5 we show the column density plots
of Models Ub, with a high level of turbulence. As
expected, there is a lot of similarity with the previous
Models U , with a low level of turbulence, because the
initial structure of the velocity spectrum is the same
for both Models U and Ub. The only difference is
the magnitude of the velocity. The larger magnitude
of the velocity for Models Urb makes the arms and
tails larger and better defined than those in Models
U .

Let us now consider the iso-density plots for Mod-
els Ur, which are shown in the Figure 6. In this case,
we show two columns of density plots. In the right-
hand column of Figure 6, we show the density plots
for the snapshots with almost the same density peak
shown in Figure 4 to allow comparison with Models
U and Ub. We only observe an homogeneous and
spherical collapse as the final result of simulations
Ur.

In the left-hand column of Figure 6, we choose
snapshots of the first stage of evolution, to show the
early development of a central lump of gas, which is
a direct consequence of the azimuthal velocity added
to the particle velocity, see § 2.3. This central lump
of gas makes the collapse of the cloud faster, as can
be seen in Figure 3, because it acts as a centrally
located mass attractor.

Finally, let us consider the iso-density plots for
Models Urb, which are shown in Figure 7. We ob-
serve the formation of a massive lump of gas at the
cloud center, at the beginning of the evolution, sim-
ilarly to those shown in the left-hand column of Fig-
ure 6. However, for each Model Urb, the massive
lump of gas is quite bigger than for models Ur. This
is a direct consequence of the higher azimuthal ve-
locity added to the particle velocity, see § 2.3. This
massive central lump of gas makes the collapse quite
faster than that observed for Models Ur, as we notice
happens in the bottom right-hand panel of Figure 3.

3.3. 3D Rendered Plots

In Figure 8, we show the spatial structure of the
models U using 3D plots, for the same time and den-
sity chosen for the snapshot shown in Figure 4. Until
now, the figures displayed in § 3.2, have been cuts
parallel to the equatorial plane of the initial sphere,
so that around of 10,000 particles are included in
the slice shown. For the 3D plots, all of the parti-
cles with a density greater than log (ρmax/ρ0) ≈ 0.7
and located within the region [-2.5,2.5] in the three
Cartesian coordinates x, y, z, entered in the 3D plots.
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Fig. 4. Column density plots of the collision models U , for a thin slice of gas parallel to the x-y plane. The unit of
length is one parsec. The models are shown in panels as follows: (top left-hand) U5 (at time t/tff = 1.65 and peak
density log (ρmax/ρ0) = 5.0); (top right-hand) U13 (at time t/tff = 1.34 and peak density log (ρmax/ρ0) = 4.3); (bottom
left-hand) U9 (at time t/tff = 1.42 and peak density log (ρmax/ρ0) = 5.0); (bottom right-hand) U11 (at time t/tff = 2.4
and peak density log (ρmax/ρ0) = 5.0). The color figure can be viewed online.

In this case, the number of particles that are used to
make the 3D plots ranges from 181266 to 5616884.
The log of the density is rendered in the 3D plots
by assigning a color and a vertical bar located in
the bottom right-hand corner of each panel. It must
be noted that an arbitrary rotation is done on the
Cartesian coordinates to show some of the details of
the spatial structure.

In the top left-hand panel of Figure 8, we see the
remains of Model U5, view from the rear (along the
positive x-axis), in which one can see an elongated
bulb. In the region where the unequal sub-cloud col-
lision takes place, on the negative side of the x-axis,
one can see a thick disk of gas surrounding the elon-
gated bulb. This structure looks like a mushroom
pointing toward the negative x-axis.

In the top right-hand panel of Figure 8, we see
the remains of Model U13; recall that this collision
is head-on along the x-axis between two equal sized
sub-clouds. For this reason, one can see an elongated
solid tube of gas along the x-axis, surrounded by an
almost spherical gas region, which is formed by the

particles bounced from the collision, most of which
escape away along the y-axis in both directions, pos-
itive and negative.

In the bottom left-hand panel of Figure 8, we
see the remains of Model U9, in which two unequal
sized sub-clouds have an oblique collision. One can
see only the remains of each separate sub-clouds, af-
ter their close encounter, so one can notice that the
bottom sub-cloud is almost destroyed by the tidal
force caused by the top sub-cloud.

In the bottom right-hand panel of Figure 8, we
see the remains of Model U11, in which two equal-
sized sub-clouds have an oblique collision. For this
reason, the symmetry is evident between the top and
bottom gas tubes, which are formed as the tracks of
the original colliding sub-clouds. There is a complex
bridge of gas connecting these top and bottom tubes.
A disk of gas is surrounding the bridge.

3.4. Distribution Function of the Radial Component
of Velocity

In Figure 9 we show in the vertical axis the frac-
tion of particles with a velocity smaller than that
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Fig. 5. Column density plots of the collision models Ub, for a thin slice of gas parallel to the x-y plane. The unit of
length is one parsec. The models are shown in panels as follows: (top left-hand) U5b (at time t/tff = 2.15 and peak
density log (ρmax/ρ0) = 4.34); (top right-hand) U13b (at time t/tff = 1.73 and peak density log (ρmax/ρ0) = 8.63);
(bottom left-hand) U9b (at time t/tff = 2.08 and peak density log (ρmax/ρ0) = 5.20); (bottom right-hand) U11b (at
time t/tff = 2.42 and peak density log (ρmax/ρ0) = 5.14). The color figure can be viewed online.

shown in the horizontal axis. This distribution func-
tion of the velocity is taken at the same time and
density as the snapshots shown in Figures 4, 5, 6
and 7. We consider only the radial component of
the velocity, which is calculated with respect to the
center of the cloud.

By comparing with the panels of Figure 2 in § 2.5,
one can see that the fraction of the simulation parti-
cles with a negative component of the radial velocity
has increased from 0.5 at time t/tff = 0 for all the
models, to 0.9 for Models U , at time of the Figure 4;
to 0.8 for Models Ub and to 0.9 for Models Ur. This
means that a high fraction of the simulation parti-
cles have likely reached already (Models U5, U9 and
U13) or are flowing towards (Model U11) an accre-
tion center.

4. DYNAMIC CHARACTERIZATION OF THE
SIMULATIONS OUTCOME

Let us define a cloudlet as the densest region of a
simulation outcome, whose physical properties must
be determined. The center of the cloudlet and a ra-

dius are the main parameters to delimit the cloudlet
region and calculate its physical properties. These
centers do not coincide in general the center of mass
of each simulation, although both kind of centers are
close to each other, as can be seen in Figure 10, in
which we show the center of each cloudlet in Mod-
els U .

4.1. Radial Profile of the Density and Mass

In Figure 11 we show the radial profile of the
density (in the left-hand column) and the mass (in
the right-hand column), calculated with respect to
the center of each cloudlet as defined in Figure 10.

It must be clarified that the density ρbin(r) and
massM(r)bin, shown in the vertical axis of Figure 11,
are determined by taking into account only those
particles located within the radii r and δr, where δr
is given by 4/500 pc per bin, and r goes from r = 0
(the cloudlet center) to rmax = 4 pc (even further
than the edge of the cloudlet, because we want to
study the environment of the cloudlets as well).
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Fig. 6. Column density plots of the collision models Ur, with an azimuthal velocity included, see § 2.3. The models
are shown in panels (from top to bottom) as follows: (first line) Model U5r, (left) at time t/tff = 0.24, peak density
log (ρmax/ρ0) = 0.79 and (right) at time t/tff = 1.05, peak density log (ρmax/ρ0) = 5.2; (second top line) Model
U9r, (left) at time t/tff = 0.25, peak density log (ρmax/ρ0) = 0.8 and (right) at time t/tff = 1.05, peak density
log (ρmax/ρ0) = 4.8; (third line) Model U11r, (left) at time t/tff = 0.23, peak density log (ρmax/ρ0) = 0.78 and (right)
at time t/tff = 1.05, peak density log (ρmax/ρ0) = 4.9; (fourth line) Model U13r, (left) at time t/tff = 0.22, peak
density log (ρmax/ρ0) = 0.74 and (right) at time t/tff = 0.92, peak density log (ρmax/ρ0) = 4.7. The color figure can be
viewed online.
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Fig. 7. Column density plots of the collision models Urb, for a thin slice of gas parallel to the x-y plane. The unit of
length is one parsec. The models are shown in panels as follows: (top left-hand) U5rb (at time t/tff = 0.12 and peak
density log (ρmax/ρ0) = 5.0); (top right-hand) U13rb (at time t/tff = 0.12 and peak density log (ρmax/ρ0) = 4.62);
(bottom left-hand) U9rb (at time t/tff = 0.09 and peak density log (ρmax/ρ0) = 4.63); (bottom right-hand) U11rb (at
time t/tff = 0.15 and peak density log (ρmax/ρ0) = 4.62). The color figure can be viewed online.

Let us consider the top line of Figure 11 for Mod-
els U . For Model U11, there are two cloudlets. Con-
sequently, we label the cloudlet located to the left
of the vertical axis and above the horizontal axis, as
Cloudlet “a” (in the upper left-hand region). We la-
bel the cloudlet located to the right of the y-axis and
below the x-axis as Cloudlet “b”, as can be seen in
the bottom right-hand panel of Figure 10.

The curves of ρbin for Models U5, U9, U11a and
U11b are not steep, as opposed to the curve for
Model U13. This means that the cloudlets of these
models must have a mass increasing with radius, as
can be seen in the right-hand panel of the top line of
Figure 11.

Model U13 is the only one that shows a density
curve ρbin(r) decreasing significantly with radius r.
For this behavior, the massM(r)bin(r) is almost kept
constant for a wide range of radii. This would be
the standard behavior of a dense cloudlet formed by
gravitational attraction in a simulation.

In the second and third lines of Figure 11, from
top to bottom, we show the curves for Models Ub

and Ur, respectively. The behavior observed here is
quite similar to the one described earlier for Model
U . In the bottom line, we show the curves for Models
Urb, which include a high azimuthal velocity and
as we have seen in § 3.2, the simulation outcome
changed significantly. In this case, the density curves
are kept constant and the mass curves are slightly
increasing functions of the radius, above all in the
range of radius 0-3 pc.

Rathborne et al. (2015) found curves for the ra-
dial profile of the mass and density of the Brick, such
that the mass curve is always an increasing function
of their effective radius, while the density curve is
always a decreasing function, both curves extending
up to a effective radius of 2 pc. For instance, the
mass contained within its central one pc is approx-
imately 6 103M�, while the density curve follows a
power-law over radii r−1.2.

The increasing mass curves shown in the right-
hand column of Figure 11 are of the same order
of magnitude as those reported by Rathborne et al.
(2015), taking into account that the curves of Fig-
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Fig. 8. 3D-plots of the collision Models U for the same snapshots of Figure 4, rotated arbitrarily to reveal more details
of the configurations, in a window of spatial dimension from -2.5 to 2.5, in each of the axis-xyz, in which only those
particles with log (ρmax/ρ0) > 0.7 have entered to make the plot. The panels and the number of particles entered are
shown as follows: (top left-hand) U5 with 243455 particles; (top right-hand) U13 with 287037 particles; (bottom left-
hand) U9 with 181266 particles and (bottom right-hand) U11 with 5616884 particles. The color figure can be viewed
online.

ure 11 are not cumulative (as we mentioned earlier).
Therefore, the exterior layers (outside of the densest
central region) of the cloud, contain a substantial
amount of mass.

4.2. Radial Profile of the Radial and Tangential
Components of the Velocity

In Figure 12, we show the radial profile of the
radial (left-hand column) and tangential (right-hand
column) components of the velocity. We apply here
the same radial partition described in § 4.1; that is,
from the cloudlet center up to 4 pc.

Let us clarify the meaning of the tangential com-
ponent of the velocity. In spherical coordinates
(r, θ, φ), a gas particle has a magnitude of the ve-
locity vector vp with the components vr,vθ and vφ.
Then, we split the components of the velocity into
radial vr and tangential vt = (vθ + vφ)/2, so that
we can follow both components separately. We do
this separation because the radial component can be
associated with a collapse trend while the tangential
component can be considered as a manifestation of
turbulence, see Guerrero and Vázquez (2020).

The left-hand column panels Figure 12 indicate
that many particles move to the cloudlet center,
mostly from the innermost region of the cloud. The
right-hand column panels Figure 12 indicate that

there is a non-zero, almost constant, tangential com-
ponent of the velocity. These observations indicate
that a lot of particles are falling towards the cloudlet
center in trajectories that are slightly curved (i.e.,
not from a purely radial direction, such as in a free-
fall).

Let us recall the behavior of a test particle and
let its velocity magnitude be given by vg. This vg
is determined by vg =

√
2GM(r)/r, where M(r) is

the mass contained up to radius r and G is Newton’s
gravitational constant. This vg can be considered as
the velocity when a test particle arrives at distance r
from the central mass M , having started from rest at
infinity, where its gravitational potential is zero. As
is well known, for a spatially bounded mass of radius
Rg, the velocity vg must increase with the radius r,
such that 0 < r < Rg. Once the radial coordinate r
is outside the bounded mass, that is, for r > Rg the
velocity vg simply decreases.

It must be noted that a significant fraction of
the total velocity magnitude vp comes from its ra-
dial component vr, though a minor fraction of vp
comes from the tangential components grouped in
vt. Then, we can think about a curve of vp if we
see a curve of vr, because we only need to transform
from vr to vp by changing the velocity sign, from
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Fig. 9. Distribution function of the the radial component of the velocity, calculated with respect to the center of the
cloud. The snapshots are taken at the same time and density as the snapshots shown in Figure 4, 5, 6 and Figure 7.
(top left-hand) Models U with a low level of turbulence; (top right)-hand Ur with a low azimuthal velocity (bottom
left-hand) Ub with high level of turbulence and (bottom right-hand) Urb with a high azimuthal velocity. The color
figure can be viewed online.

negative to positive values, so that the behavior of
both curves, vr and vp, would be very similar.

Let us consider the panels of the top line of Fig-
ure 12, which are for Models U . In terms of the
“imagined curves” of vp(r), the cloudlets U11a and
U11b follow the behavior expected for the test par-
ticle velocity, indicating that the cloudlet radius R
(the analog of the bonded mass) is around 1 pc for
both cloudlets of Model U11. The curves for Models
U9 and U13 indicate that the bounded mass has a
very small radius R, which is slightly smaller than
0.5 pc. For Model U5, the resolution of the radial
partition is not fine enough to indicate a radius R of
the cloudlet found. This bounded mass can be iden-
tified with the size of the region from the center of
the cloud, which is a particle reservoir, out of which
the particles flow towards the cloud center. The core
of the collapsing cloud, which is formed by the parti-

cles with higher density of the simulation, is located
in these cloud centers.

The panels of the second line of Figure 12, from
top to bottom, show the curves for the Models Ub,
which are very similar to those already described for
Models U .

The panels of the third line of Figure 12, which
are for Models Ur, with a low azimuthal velocity,
indicate a behavior very similar to that observed for
Models U9 and U13, that is, a region of particle
reservoir is about 1 pc in radius from the center of
the cloud. These behaviors can be better seen in the
panels on the bottom line of Figure 12, which are for
Models Urb. Models Urb have a high azimuthal ve-
locity, whose effect is more clearly seen because the
in-fall velocity is quite higher than in the previous
Models U , Ub and Ur. Instead of a bounded mass,
the size of the region of strong in-fall gas is deter-
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Fig. 10. Cloud centers are marked with a symbol “x”; the center of mass is marked with the symbol “*”; both of them
are located in a thin slice parallel to the xy plane, in which the symbol “+” represents a gas particle. The models are
as follows: (top left-hand) U5; (top right-hand) U13; (bottom left-hand) U9 and (bottom right-hand) U11. The color
figure can be viewed online.

mined by the size of the centrally located lump of
gas induced by the azimuthal velocity, see the left-
hand column of Figure 6, for an illustration.

4.3. Integral Properties of the Cloudlets

In Figure 13 we show the values of the dimension-
less ratios α and β, respectively, calculated only for
a cloud region that includes the cloudlets and their
surroundings. Two parameters are used: the first pa-
rameter is log (ρmin), which is a lower bound for den-
sity; and the second parameter rmax is a maximum
radius, which is taken with respect to the cloudlet’s
center. To calculate the ratios αf and βf for the
cloudlets, we consider only those particles that have
a density greater than log (ρmin) and are located at a
radius smaller than rmax. To make a comparison be-
tween all the models and to calculate the properties
of all the models shown in Figure 13, we have used
the following values log (ρmin) = 0.0 and rmax = 1.5
pc.

One can see in the top left-hand panel of Fig-
ure 13 that Models U5, U9 and U13 have a sim-
ilar value for the ratio αf , which is around 0.1.
For the cloudlets “a” and “b” of Model U11 (i.e.,

U11a and U11b) αf is around 0.05. The values of
the ratio βf ranges from 0.1 for Model U13, around
0.13 for Model U5, and a little higher than 0.2 for
Model U9. Cloudlets U11a and U11b have the high-
est values of βf ≈ 0.55. Cloudlets U11a and U11b
are the only ones over-virialized, because their sum
αf + βf > 1/2; while Models U5, U9 and U13 are
sub-virialized, because their sum αf+βf < 1/2. The
same behavior is observed for Models Ub, with a high
turbulence, as can be seen in the bottom left-hand
panel of Figure 13.

In both the top right-hand panel and the bot-
tom left-hand panel of Figure 13, we see that curves
for the Models Ur and Ub, respectively, show a be-
havior that is very similar to that already observed
for the curves of Models U . For all Models Ur and
Ub the ratio αf is around the value 0.09, with a
clear tendency to lower values. The ratio βf for
these models ranges from 0.1 to 0.5 Models Ur, Ur5,
Ur9 and Ur13 are sub-virialized, because their sum
αf + βf < 1/2. Meanwhile, the two cloudlets of
Model Ur11 are over-virialized, because their sum
αf + βf > 1/2. The same behavior is observed for
Models Ub.
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Fig. 11. (Left-hand panel) Radial profile of the density and (right-hand panel) radial profile of the mass. In the vertical
axis we show the mass and density averaged over those particles located within the radial spherical shell defined by r, so
that these functions are not cumulative. In the horizontal axis, r starts at 0, the center of each cloudlet, as illustrated in
Figure 10 for Models U and analogously calculated for all the other models. The panels on the top line are for Models U ;
the panels on the middle line are for Models Ur and the panels on the bottom line are for Models Urb. The snapshots
are taken at the same time and peak density as in Figure 4, Figure 5, Figure 6 and Figure 7, respectively. The color
figure can be viewed online.
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Fig. 12. (Left-hand column) Radial profile of the radial component of the particle velocity and (right-hand column)
the radial profile of the tangential component of the particle velocity, both calculated with respect the center of each
cloudlet illustrated in Figure 10 and normalized with the speed of sound. From top to bottom, the first line of panels
is for Models U ; the second line for Models Ub and the third and four lines for Models Ur and Urb, respectively. The
snapshots considered for these calculations are taken at the same time and peak density shown in Figure 4, Figure 5,
Figure 6 and Figure 7, respectively. The color figure can be viewed online.



©
 C

o
p

y
ri

g
h

t 
2

0
2

2
: 
In

st
it
u

to
 d

e
 A

st
ro

n
o

m
ía

, 
U

n
iv

e
rs

id
a

d
 N

a
c

io
n

a
l A

u
tó

n
o

m
a

 d
e

 M
é

x
ic

o
D

O
I:
 h

tt
p

s:
//

d
o

i.o
rg

/1
0

.2
2

2
0

1
/i

a
.0

1
8

5
1

1
0

1
p

.2
0

2
2

.5
8

.0
2

.0
9

SIMULATIONS OF UNEQUAL BINARY COLLISIONS 293

On the opposite side, all Models Urb, as shown in
the bottom right-hand panel of Figure 13, are over-
virialized, because the high initial azimuthal velocity
is manifested in the excess of kinetic energy, such
that the βf ratio for these models is in the range
7-11. In spite of this excess of kinetic energy, all
Models Urb have collapsed.

We show the mass associated with the cloudlets
of the models on the vertical axis of Figure 14. We
have considered the mass of only those particles that
entered into the calculation of the physical properties
shown in § 4. In the horizontal axis, we show Models
from 1 to 4, ordering the models in the following way:
U5, U9, U11 and U13, respectively.

The mass of the cloudlets for Models U5, U9
and U13 are shown in the top left-hand panel, so
that the mass ranges from log (Mf/M�) =3.6 to 3.8.
Two cloudlets of Model U11 have the largest masses,
around log (Mf/M�) = 4.6.

In contrast to what we have observed when com-
pared to other physical properties of Models U with
Ub, the behavior is different; in the case of the mass
of the cloudlets, without any trend.

The mass of the cloudlets for Model Ur is shown
in the top right-hand panel of Figure 14. We see
that Models Ur5, Ur9 and Ur11 all have similar
cloudlet masses, which are around log (Mf/M�) =
4.5. Meanwhile, the cloudlet mass for Model Ur13
is a little smaller than the mass of the other models,
≈ log (Mf/M�) = 4.4.

Given that Models Urb have the highest in-fall
radial velocity of the all the models, as can be seen
in 12, then their mass accretion rate must be the
highest too; for this, the mass enclosed is systemati-
cally higher than in the other models, although there
is not much difference in the mass values observed
in the panels of Figure 14 when compared to the big
difference in the infall radial velocity.

It must be emphasized that the mass scale shown
in Figure 14 is in agreement with the mass observed
for an open cluster of stars, which is around 104 M�,
while the mass scale of a globular cluster of stars is
around 105 M�, see Kumai et al. (1993).

The results of the collapse of a gas core (e.g.,
in the so called “standard isothermal simulation”)
are identified as protostars (Boss (1995), Boss et
al. (2000), Burkert and Alves (2009) and Arreaga
(2007)). In the same sense, the gas structures ob-
tained from the simulations of the present paper and
whose properties are shown in § 4 can be called a
proto-cluster of protostars. As is well-known for sim-
ulations of the collapse of a gas core, the mass of
the proto-stars depends on the mass of the parent

cloud, see for instance Arreaga (2016). The same is
expected to be true for proto-clusters.

Finally, it must be recalled that the results dis-
played in Figure 13 and Figure 14 are taken when
the collapse is still ongoing, so that the peak den-
sity is around log (ρmax/ρ0) ≈ 5. As we have seen in
§ 3.1, the final state of the collapse reaches a peak
density around log (ρmax/ρ0) ≈ 8.

5. DISCUSSION

Although the dynamics of an isolated turbulent
cloud is well-known (see for instance Goodwin et al.
2001a, Goodwin et al. 2004b and Goodwin 2006),
in § 5.1 we begin by describing the evolution of the
isolated turbulent cloud, to discuss its influence on
the collision models considered in § 5.2, § 5.3 and
§ 5.4. After this, we commence the discussion about
the most important features of the collision models
presented in § 3.

5.1. The Collapse of the Isolated Turbulent Cloud

We mentioned in § 1 and § 2.2 that the initial
conditions of the isolated cloud are chosen to favor
its gravitational collapse. The curve of the peak den-
sity for the isolated cloud develops a small peak at a
time smaller than t/tff = 0.1. This increase of den-
sity happens because of the multitude of gas lumps
formed by the collisions between gas particles that
occur simultaneously throughout the cloud. This
density peak does not appear for low levels of initial
kinetic energies, which is measured by the β ratio
defined in equation 5; for high values of the β ratio,
this early peak is quite noticeable.

In contrast, the time required by the isolated
cloud to reach the highest density values, for instance
log (ρmax/ρ0) ≈ 6, does not depend significantly on
the level of the initial energy, at least for a wide range
of the initial β ratio. This is due to the fact that
almost all of the kinetic energy available is equally
dissipated by the random collision of particles, as
described in the previous paragraph. The time re-
quired for the cloud to reach its highest peak density
is around t/tff = 2.5, which is of the same order of
time that can be seen in Figure 3 for the collapse of
the collision models.

In the time interval between 0.1 < t/tff < 2.0, a
relaxation of the small gas lumps occurs throughout
the cloud, so that the peak density curve decreases
quickly. From there, it increases very slowly, up to
times t/tff > 2.0, at which the final collapse takes
place very quickly.

From the point of view of the column density
plots, the occurrence of collisions between gas parti-
cles, as a consequence of the turbulent velocity field
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Fig. 13. The ratio of the thermal energy to the gravitational energy α versus the ratio of the kinetic energy to the
gravitational energy β, of the cloudlets defined in § 4.3, at the same time as the snapshots shown in Figure 4, Figure 5,
Figure 6 and Figure 7, respectively. (top left-hand) U with a low level of turbulence; (top right-hand) Ur with a low
azimuthal velocity; (bottom left-hand) Ub with a high level of turbulence and (bottom right-hand) Urb with a high
azimuthal velocity. The color figure can be viewed online.

implemented initially, is seen as a random formation
of many over-dense lumps of gas, which are homoge-
neously distributed across the entire cloud volume,
see the left-hand panel of Figure 15. Later, when
the initial kinetic energy of the cloud is dissipated,
the cloud reaches a physical state similar to a free-fall
collapse, which is seen as a clear tendency to a global
collapse towards its central region. However, at the
final evolution stage that could be followed in this
paper, the mass accretion with spherical symmetry
is lost, so that a central dense filamentary structure
forms that is highly anisotropic and with a high pos-
sibility of fragmenting, see the right-hand panel of
Figure 15. The behavior described in this section is
paradigmatic of turbulence.

5.2. Does the Turbulence make a Difference in the
Collision Simulations ?

The occurrence of the collision between the sub-
clouds induced by the translation velocity vL : vR
prevents the gas particles from forming small lumps
of gas throughout the cloud by means of early ran-
dom collisions; as explained in § 5.1.

There is over-dense gas in the contact region be-
tween the colliding sub-clouds. This over-density ac-
celerates the collapse of the remaining gas of the
cloud, so that the turbulence does not have time
enough to get relaxed by dissipation of the kinetic
energy. For this reason, the turbulence does not play
a fundamental role in the outcome of the simulations,
such as U and Ub. In fact, if one turns off the tur-
bulence and keeps only the collision process of the
sub-clouds in these models, then the results are ba-
sically the same.

5.3. Does the Level of Turbulence make a Difference
in the Collision Simulations ?

We recall that the level of turbulence in the simu-
lations can be modified by introducing an arbitrary
multiplicative constant in equation 1. As we men-
tioned in § 2.2.1, there is interest in considering mod-
els of turbulent clouds with extreme initial kinetic
energy in addition to those clouds with low-level tur-
bulence, which are more favored statistically. Con-
sequently, we have studied the effect of the level of
turbulence on the simulations (i.e., Models Ub), as
can be seen in Table 1.
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Fig. 14. The log of the mass of the cloudlets defined in § 4.3, at the same time as the snapshots shown in Figure 4,
Figure 5, Figure 6 and Figure 7, respectively. (Top left-hand) U with a low level of turbulence; (top right-hand) Ur
with a small azimuthal velocity; (bottom left-hand) Ub with a high level of turbulence and (bottom right-hand) Urb
with a large azimuthal velocity. The color figure can be viewed online.

X pc

Y pc

X pc

Y pc

Fig. 15. Column density plots of the isolated turbulent cloud, for a thin slice of gas parallel to the x-y plane. The unit
of length is one parsec. The plots are shown in panels as follows: (left-hand) at time t/tff = 0.02 and peak density
log (ρmax/ρ0) = 0.53; (right-hand) at time t/tff = 2.5 and peak density log (ρmax/ρ0) = 8.0. The color figure can be
viewed online.

The average Mach velocity Mp of the gas par-
ticles for the low-level of turbulence Models U is
around Mp ≈ 2.9. For the radial component of the
velocity (calculated with respect to the origin of co-
ordinates of the simulation box), the average Mach
number is Mr ≈ −0.13. For the tangential com-
ponent of the velocity, the average Mach number is
Mt ≈ 0.01. In the meantime, the translational ve-

locities (around 15 km/s) given to the particles that
are to collide are of orderMc ≈ 6.6. Then, for Mod-
els U , Mc �Mp,r,t.

For the high-level of turbulence Models Ub, we
have an average Mp ≈ 25. Despite this significant
increase of the magnitude of the velocity, the aver-
age radial and tangential components do not change
appreciably with respect to those of Models U ; that
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is, Mr ≈ −0.12 and Mt ≈ 0.01. In contrast, for
Models Ub we have Mc �Mp.

In spite of the opposite features in the relation of
Mach numbers for Models U and Ub with respect to
the translational velocity, the outcome of the simu-
lations U and Ub do not show any significant differ-
ence with respect to the final configuration of Mod-
els U5, U9 and U13. The only differences that can
be observed are: (i) that the double bridge of gas
formed in Model U11 becomes only one bridge in
Model U11b; and (ii) that the density peak curves,
shown in Figure 3, for the Ub models are displaced
to the right-hand side at large free-fall times, so that
the collapse takes a little longer than for Models U .

5.4. How Useful is the Approximation of an
Azimuthal Velocity to Mimic Tidal Forces in

the Collision Simulations ?

There is an obvious problem with the approxima-
tion of a velocity instead of a tidal force, as described
in § 2.3, which is that the azimuthal velocity entered
only once in the simulations, as an initial condition
of the gas particles. Obviously, this is a severe limi-
tation of the model, similar to that of the turbulence,
which is not replenished continually during a simu-
lation. Therefore, the effect of the tidal interaction
must be activated during all the simulation time.

However, we observe in Figure 6 that the immedi-
ate effect of the azimuthal velocity on the simulated
cloud is a strong tendency for the gas to be accu-
mulated quickly at the cloud’s center. In this case,
if the azimuthal velocity terms given in equation 10
were implemented at every time step of the simu-
lation, then to model more appropriately the tidal
force over all the simulation time one would expect
this tendency to accelerate the central collapse of the
cloud.

It should be emphasized that the previous state-
ment is based on the results of a very naive model,
in which the only information about the massive
center exerting a gravitational force on the cloud is
by means of the circular velocity, which is given by√

2GM(R)/R, as described in § 2.3.
According to § 2.3, the approximation of the az-

imuthal velocity is valid as long as the ratio between
the cloud radius to the distance to the gravitational
center is quite small. A way to check the applicabil-
ity of this approximation is obviously to make the
calculation without the approximation. However,
this is not an immediate calculation. The main diffi-
culty is the difference in length and mass scales when
considering a small cloud (with very few parsecs of
radius) near a massive object (probably with a scale

of kpc in radius, separated from the cloud by several
hundreds of pc, or even a kpc, and whose mass can
quite greater than that of the cloud), both of which
must have evolved together in the same simulation
code.

For instance, Gnedin (2003) resorts to a re-
simulation technique, so that a low-resolution sim-
ulation of the massive object (e.g., a central dwarf
galaxy) is first carried out to obtain an approximate
gravitational potential. This is then used in a second
high-resolution simulation of the cloud, in which this
potential is taken into account as an external time-
varying field on the gas particles. However, applying
this technique to the problem presented in this work
would require a future paper.

5.5. A Brief Review of the Literature on this Subject

Many papers have simulated isolated clouds and
followed their collisions. However, simulations of
clouds under the influence of an external gravita-
tional potential are limited in number.

Let us now mention briefly some results of more
accurate calculation methods of the tidal effects on
clouds, which is a subject that has a long history.
For instance, Sigalotti and Klapp (1992) used a
time-varying gravitational potential to calculate the
equal-sized cloud-cloud tidal interaction of clouds
that are in an elliptic orbit, and reported configu-
ration transformations on the clouds in their course
to collapse.

More recently, Longmore et al. (2013) proposed
that the collapse of the Brick is a progenitor of a
star cluster, whose collapse was triggered as a con-
sequence of the tidal compression exerted by Sgr B2
during the most recent peri-center passage of the
Brick.

Kruijssen et al. (2015) determined a realistic or-
bit of a dense gas streams in the CMZ. In a subse-
quent paper, Kruijssen et al. (2019) calculated the
tidal interaction of the galactic center on the or-
bit followed by the dense gas streams of the CMZ.
They found that the tidal interaction acting upon
the clouds makes a compression on the vertical direc-
tion, which causes the clouds to become pancake-like
structures.

Later, Dale et al. (2019) simulated the evolution
of turbulent clouds in orbit at the CMZ. The authors
assumed a similar magnitude of the kinetic energy to
the gravitational energy and found that the clouds
collapse rapidly. This paper is a mature way of sim-
ulating tidal force in cloud dynamic evolutions by
introducing the tidal force potential.
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5.6. Applicability of these Simulations to Represent
the Evolved Clouds of the CMZ

In view of § 5.2 and § 5.3, the collision process
(and its parameters) is clearly the dominant physical
mechanism in shaping the appearance of the cloud
in the simulation outcome. It is possible that this
collision of sub-clouds, with the cloud’s self-gravity,
is the dominant process of the cloud evolution, even
over the tidal interaction with the massive center,
and above all, for the small scale of the circular ve-
locity that is induced, as compared to the magnitude
of the other velocities involved, which are the turbu-
lent and the translational velocities, see § 2.3.

For Models U5, U9, and U13, the geometry of
the resulting configuration can be well characterized
by defining a center and a radius of a cloudlet. For
Model U11, this spherical structure does not make
sense, as can be seen in Figures 4 and 8. The out-
come of Model U11 is a complex, structured molecu-
lar gas cloud that exhibits an interconnected network
of components. This is the only model that can be
compared or approximated to the cloud configura-
tion called the Brick.

In fact, for the Brick, a shell-like structure with
radius of 1.3 pc has been revealed from observations
in the integrated intensity map of SO. For instance,
see Figures 1 and 3 of Longmore et al. (2012); Fig-
ures 1 and 3 of Kauffmann et al. (2013); Figures 1
and 2 of Higuchi et al. (2014). Kruijssen et al. (2019)
presented three panels in their Figure 6, to compare
the results of ALMA observations of the Brick to
a synthetic observation obtained from a numerical
simulation. A complex gas structure can be seen in
these panels, in which the gas condenses in a persis-
tent diagonal direction with many twisted and bend-
ing filaments connected in a messy way. Model U11
of this paper clearly shows a similar diagonal direc-
tion of the dense gas.

It may seem that there is a huge problem with
Models Ur, given that all of the different structures
obtained as a result of the collision process in Model
U are destroyed because of the azimuthal velocity of
Models Ur. However, the configuration obtained in
Models Ur can be well recognized as the final out-
come of the formation process of a YMC, which is
observed to be a strong central condensation of gas,
with an enclosed mass of stars of about 104M� with
a size of one pc; see for instance Rathborne et al.
(2015). The Arches cloud is an example of this kind
of observed configuration; see Portegies al. (2010).

6. CONCLUDING REMARKS

We examined models with three kinds of veloci-
ties, namely turbulent, translational and azimuthal.

These velocities were introduced as initial conditions
of the simulation particles. Then, the particles were
left to evolve as a self-gravitating gas by using the
public hydrodynamic code Gadget2.

The role played by these velocities determines the
subsequent evolution of the cloud. It must be em-
phasized that all the models considered in this paper
include the same turbulent velocity spectrum (cali-
brated to fix the initial energies and physical prop-
erties which favors the global collapse of the cloud)
and the same translational velocity (which produces
the collision between two dissimilar sub-clouds).

In Models U with a low level of turbulence, we
observed the coalescence of the sub-clouds, enriched
by the asymmetry in radii and translational veloci-
ties of the sub-clouds. When the impact parameter
was introduced, the model produced a binary system
with interconnected arms and with a complex struc-
ture. In Models Ub, with a high level of turbulence,
we obtained a similar structure to that observed in
models U . However, in Model Ub, the arms and tails
are larger than those of Models U . The most signifi-
cant change between these simulations was observed
in Models U11 and U11b, such that the double bridge
of gas found in Model U11 becomes a single bridge
in Model U11b.

The free parameters of Models U and Ub (i.e., the
impact parameter, the radii and the translational ve-
locities of the sub-clouds) have been kept fixed. If
these parameters were allowed to vary, then certainly
more interesting configuration outcomes will be pro-
duced.

In addition to the turbulent and the translational
velocities, the last models, Ur and Urb, also in-
clude a small and a large azimuthal velocity, respec-
tively. The purpose of this azimuthal velocity was to
mimic, at least initially, the effect of the tidal force
on the cloud. The magnitude of the azimuthal ve-
locity induced in the cloud depends explicitly on the
distance R from the cloud and the mass M of the
gravitational center by means of the circular veloc-
ity
√

2GM(R)/R.

We observed that the presence of this azimuthal
velocity in the simulation always induces a centrally
located lump of gas in the cloud. If Vcir is small,
then the collision process of the sub-clouds domi-
nates the dynamics of the cloud, even over the tur-
bulence and therefore the cloud evolution changes lit-
tle compared to that observed without the azimuthal
velocity. However, if Vcir is large compared with the
other velocities involved, then the cloud evolution
changes significantly: reducing too much the col-
lapsing time, suppressing any sign of the collision
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of the sub-clouds, and producing a central conden-
sation, so that the different structures obtained as a
result of the collision process are destroyed. In fact,
we observed that the cloud collapses faster when the
azimuthal velocity is larger.

We recall that this approximation is only valid
when the ratio between the cloud radius to the dis-
tance to the gravitational center is quite small; in
other words, only for spatially compact clouds. For
this kind of cloud, the observation described above is
in good agreement with the known fact that clouds
in the CMZ are observed to be denser than clouds
in the ISM. Furthermore, because gravity is an ubiq-
uitous force, this azimuthal velocity approximation
allows us to explain why centrally condensed clouds
are more abundant than uniform clouds in the ISM,
see Ward-Thompson (1994) and André et al. (1998).

In addition to information on shapes, we have
also provided information about the physical prop-
erties of the final collapse products and their sur-
rounding region, which include the density, mass and
velocity profile. As mentioned in § 5.6, we have found
proto-cluster structures that are still in their forma-
tion process. Furthermore, by the mass scale and the
radius of the resulting centrally condensed configu-
rations, the outcomes of Models Ur and Urb can be
identified with the final process of the formation of
a young massive proto-cluster. Basically, the mod-
els show a strong flow of particles towards the cloud
center, at different radial velocities ( a few Mach )
and with some bending trajectories.

The author gratefully acknowledges the com-
puter resources, technical expertise, and support
provided by the Laboratorio Nacional de Su-
percómputo del Sureste de México through Grant
number 202201010N.
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MILDLY RELATIVISTIC, BALLISTIC CORKSCREW JETS AS ROTATED
SPIRALS

A. C. Raga1 and J. Cantó2
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ABSTRACT

Relativistic, corkscrew jets are produced by some Galactic compact objects
(notably, the SS433 outflow) and by some of the central monsters of quasars or
AGN. As the result of arrival time-delay effects, the projections of the outflow locus
onto the observed plane of the sky are remarkably different for the (blueshifted) jet
and the (redshifted) counterjet. In terms of a ballistic, precessing jet model, we
show that for a range of outflow parameters these relativistic effects correspond to
apparent changes in: the orientation angle of the precession axis, the opening angle
of the precession cone and the flow velocity. This description is appropriate for
outflows with v/c ≤ 0.5.

RESUMEN

Jets relativistas en forma de tirabuzón se producen por algunos objectos com-
pactos galácticos (notablemente, el flujo de SS433) y por algunos de los monstruos
centrales de cuásares y AGN. Como resultado de efectos de tiempos de arribo de la
luz, las proyecciones de los flujos sobre el plano del cielo observado son llamativa-
mente distintas para el jet (corrido al rojo) y para el contrajet (corrido al azul). En
términos de un modelo de jet precesante baĺıstico, mostramos que para un intervalo
de parámetros del flujo estos efectos relativistas corresponden a cambios aparentes
en: la orientacion del eje de precesión, el ángulo de apertura del cono de precesión
y la velocidad del flujo. Esta descripción es apropiada para flujos con v/c ≤ 0.5.

Key Words: HII regions — hydrodynamics — stars: winds, outflows

1. INTRODUCTION

Observations of the remarkable, mildly relativis-
tic bipolar outflow from SS 433 (see the early pa-
pers of Ryle et al. 1978 and Margon et al. 1979)
showing an unusual precession signature (Hjellming
& Johnston 1981a), led to the study of the dynamics
of ballistic, “corkscrew” (i.e., precessing) jets. This
simple problem was lucidly addressed by Hjellming
& Johnston (1981b) and Gower et al. (1982).

The analytic treatment of relativistic, corkscrew
jets has been extended including the effect of a
magnetic field (Kochanek 1991) and considering a
“ram pressure braking term” (Panferov 2014). Also,
more complex time evolutions of the ejection direc-
tion (e.g., including a “nodding” superposed on the
precession) have been explored (e.g., Stirling et al.
2002). Relativistic gasdynamical simulations have

1Instituto de Ciencias Nucleares, UNAM, México.
2Instituto de Astronomı́a, UNAM, México.

also been done (see, e.g., Horton et al. 2020; Barkov
& Bosch-Ramon 2021).

These models are naturally relevant for modelling
SS 433, which has continued to be actively observed
through the years (see, e.g., Bell et al. 2010; Jeffrey
et al. 2016; Mart́ı et al. 2018; Blundell et al. 2018),
and for other galactic “microquasars” with precess-
ing jets (see, e.g., Luque-Escamilla et al. 2015; Co-
riat et al. 2019). Also, some of the early papers on
models of relativistic corkscrew jets were directed to
outflows from quasars or from AGN (Gower et al.
1982; Baryshev 1983), and observations of such jets
have naturally continued over the years (see, e.g., An
et al, 2010; Kharb et al. 2019).

Our present paper studies a specific feature of
the ballistic corkscrew jet model. As pointed out by
Gower et al. (1982), an increase in v/c has the effect
of an apparent rotation of the precession axis, with
the projected (i.e., blueshifted) jet lobe appearing to
lie closer to the plane of the sky. Through an analysis
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302 RAGA & CANTÓ

Fig. 1. Schematic diagram showing the precession cone
of the ballistic jet model. The xy-plane is parallel to
the plane of the sky, and the z-axis points towards the
observer. The half-opening angle of the cone is α, and the
precession axis points towards the observer at an angle
φ from the plane of the sky. There is also an oppositely
directed counterjet which is not shown in the figure.

of the ballistic, precessing jet equations we show that
this is indeed the case, and obtain the value of the
rotation angle as a function of the flow parameters.

The paper is organized as follows. In § 2, we
present the ballistic, precessing jet model of Hjellm-
ing & Johnston (1981b) and Gower et al. (1982). In
§ 3, we derive the conditions under which a “clas-
sical jet spiral” (projected onto the plane of the
sky without considering time-delay effects) approxi-
mately coincides with the projection of a relativistic,
corkscrew jet. In § 4 we explore the parameter space
of the problem, and derive the range of parameters
in which the “equivalent, rotated spiral model” is
an appropriate description of the relativistic jet. Fi-
nally, the results are summarized in § 5.

2. RELATIVISTIC, FREE-STREAMING
EQUATIONS

Let us consider a bipolar jet source located at
the origin of the (x, y, z) coordinate system, with
(x, y) on the plane of the sky and z pointing towards
the observer. The ejection axis precesses on a cone
of half-opening angle α, and the axis of the cone
lies at an angle φ from the plane of the sky towards
the observer, as shown in the schematic diagram of
Figure 1. The precession phase (with origin on the
xz-plane) is:

θ(τ) = Ωτ + θ0 , (1)

where τ is the time of ejection, θ0 is the precession
phase at τ = 0 and Ω = ±2π/τp, with τp being the
precession period (the positive sign corresponding to
a counterclockwise and the negative sign to a clock-
wise precession).

The ballistic trajectory of the ejected fluid parcels
is given by:

x = v(t′ − τ)[cosα cosφ+ sinα sinφ cos θ(τ)] , (2)

y = v(t′ − τ) sinα sin θ(τ) , (3)

z = v(t′ − τ)[cosα sinφ− sinα cosφ cos θ(τ)] , (4)

where t′ is the evolutionary time of the jet, τ ≤ t′

is the time at which the fluid parcels were ejected
and v is the (constant) ejection velocity. The locus
of the oppositely directed couterjet is obtained with
the v → −v change in equations (2-4).

An observation of the shape of the precessing jet
(projected onto the plane of the sky), is done at a
fixed arrival time t (of the emitted light at the ob-
server). Setting t = 0 for t′ = 0 these two times obey
the relation:

t = t′ − z

c
, (5)

where c is the speed of light and z is given by equa-
tion (4).

Combining equations (2-5) one obtains the plane
of the sky jet locus

x =
v(t− τ)

1− v
cA(τ)

[cosα cosφ+ sinα sinφ cos θ(τ)] ,

(6)

y =
v(t− τ)

1− v
cA(τ)

sinα sin θ(τ) , (7)

with

A(τ) = cosα sinφ− sinα cosφ cos θ(τ) . (8)

The locus of the counterjet is obtained by setting a
negative v.

Equations (6-8) give the plane of the sky locus
of the jet in a parametric way, with the parameter
being the ejection time τ (with τ ≤ t). These equa-
tions have been derived and explored by Hjellming
& Johnston (1981b) and by Gower et al. (1982).

Interestingly, the y/x ratio is independent of v
and v/c (see equations 6-7). This ratio has a series of
alternative maxima and minima, which correspond
to the maximum excursions from the projected pre-
cession axis of the projected spiral. These maxima
fall at rotation angles:

cos θm = − tanα tanφ , (9)
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and all have the same value

tanα0 =
(y
x

)
m

=
sinα√

cos2 α− sin2 φ
. (10)

Therefore, the observed path of the projected jet lies
within a triangle of half-opening angle α0 (given by
equation 10), regardless of the value of v/c. One
should note that these successive maxima in y/x only
appear if the α+ φ ≤ π/2 condition is met.

3. THE EQUIVALENT CLASSICAL SPIRAL

A classical, v � c precessing jet has a projected
path given by equations (6-7) with v/c = 0 in the
denominator. In this section we search for a “classi-
cal jet spiral” with velocity v1, half-opening angle α1

and orientation φ1 (with respect to the plane of the
sky) that produces the same plane of the sky locus as
a relativistic jet (of arbitrary v/c) with correspond-
ing parameters v, α and φ.

Setting φ1 = φ + ∆φ, the v/c = 0 limit of equa-
tions (6-7) can be written as:

x = v1(t− τ) cos ∆φ(t− τ)
[
cosα1 cosφ+

sinα1 cos θ(τ) sinφ− tan ∆φA(τ)
]
, (11)

y = v1(t− τ) sinα1 sin θ(τ) , (12)

with θ given by equation (1) and A(τ) by equation
(8) with α = α1.

It can be straightforwardly shown that if one
chooses:

∆φ = − tan−1
(v
c

cosφ cosα
)
, (13)

α1 = sin−1
[
cos ∆φ sinα

(
1 +

v

c
cosα sinφ

)]
, (14)

v1 =
v

cos ∆φ
, (15)

then equations (6-7) coincide with equations (11-12)
to first order in the terms of

β = v/c and ε = sinα sinφ cos θ(τ) . (16)

Therefore, for small values of β and ε the plane
of the sky projection of a relativistic, precessing jet
corresponds to the projection of a spiral with an ori-
entation φ1 = φ + ∆φ, half opening angle α1 and
velocity v1 (see equations 13-15) that differ from the
φ, α, v values of the relativistic flow.

The “rotated spiral” description (equations 11-
15) is appropriate for v/c � 1 and/or ε � 1 (see
equation 16). This latter condition can be obtained
by having α� 1 and/or φ� 1, as the cos θ(τ) term

TABLE 1

PHYSICAL CONDITIONS FOR THE NUMERICAL
SIMULATIONS.

Fig. v/c φ α ∆φ ∆α v1/v

2 0.1 0 10 −5.62 −0.05,−0.05 1.00

2 0.1 20 10 −5.29 0.30,−0.38 1.00

2 0.1 40 10 −4.31 0.61,−0.67 1,00

2 0.1 60 10 −2.82 0.85,−0.87 1.00

2 0.1 80 10 −0.98 0.98,−0.98 1.00

3 0.2 0 10 −11.14 −0.19,−0.19 1.02

3 0.2 20 10 −10.49 0.50,−0.83 1.02

3 0.2 40 10 −8.58 1.15,−1.38 1.01

3 0.2 60 10 −5.62 1.67,−1.76 1.00

3 0.2 80 10 −1.96 1.96,−1.96 1.00

4 0.26 10 20 −13.53 0.28,−1.43 1.03

5 0.2 10 20 −10.49 0.32,−1.01 1.02

5 0.4 10 20 −20.31 −0.02,−2.55 1.07

5 0.6 10 20 −29.04 −0.83,−4.35 1.14

5 0.8 10 20 −36.52 −1.89,−6.17 1.24

6 0.26 10 30 −12.50 0.48,−2.03 1.02

6 0.26 10 50 −9.35 1.06,−2.78 1.01

6 0.26 10 70 −5.00 1.91,−2.83 1.00

6 0.26 45 30 −9.05 4.92,−5.47 1.01

6 0.26 45 50 −6.74 8.28,−7.87 1.01

6 0.26 45 70 −3.60 15.42,−8.49 1,00
*The values of ∆φ and v1 correspond to the jet (directed
towards the observer). The oppositely directed counter-
jet has a ∆φ equal to (−1)× the values given in this
table. The two values given for ∆α correspond to the jet
and the counterjet. All of the angles are given in degrees.

adopts all values from -1 to 1 along the jet locus.
In the following section, we explore quantitatively
the agreement of equations (11-12) with equations
(6-7) for different values of the parameters of the
precessing jet flow.

4. EXPLORATION OF PARAMETER SPACE

We now carry out a comparison between the ro-
tated spiral description and the relativistic plane of
the sky projection of corkscrew jets for a range of
model parameters. We have chosen the 21 parame-
ter combinations listed in Table 1. The first column
of this table gives the number of the figure in which
each model is displayed. Columns 2-4 give the v/c,
orientation angle φ and half-opening angle α that fix
each of the models. The remaining columns give the
values that determine the rotated spiral description:
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∆φ (equation 13, the value for the jet is given, the
counterjet having a positive ∆φ with the same mod-
ule), ∆α = α1 − α (see equation 14, the first value
corresponding to the jet and the second one to the
counterjet) and v1/v (see equation 15, the counterjet
having a negative value with the same module).

We first consider a jet with v/c = 0.1 and α =
10◦. In Figure 2 we show the locus of the jet pro-
jected on the plane of the sky for different orientation
angles φ. We have assumed that the ejection direc-
tion has a θ0 = 0 initial phase (see equation 1). In
the plots, we have the jet (directed towards the ob-
server) for x > 0 and the counterjet (directed away
from the plane of the sky) for x < 0.

From Figure 2 we see that (at the resolution of
the plots), the “rotated spiral” description of the flow
(equations 11-15) coincides with the relativistic jet
(equations 6-7) except for φ = 80◦ for which small
differences between the two solutions are seen.

In Figure 3, we show the projected locus of a
jet with v/c = 0.2 and α = 10◦. As expected, we
see that there are somewhat larger deviations be-
tween the “rotated spiral” and the relativistic solu-
tions. However, a reasonable qualitative agreement
is obtained for all values of φ (the largest deviations
appearing in the φ = 80◦ projection).

The results shown in Figures 2 and 3 demon-
strate that for relatively low values of v/c and α (so
that β and ε are small, see equation 16) there is a
good agreement between the “rotated spiral” and rel-
ativistic solutions for all orientation angles φ ≤ 80◦.

We now choose the v/c = 0.26, α = 20◦, φ = 10◦

parameters derived by Hjellming & Johnston (1981)
for the SS 433 outflow. It is clear that this jet indeed
corresponds to our “rotated spiral” solution (see Fig-
ure 4).

In order to further explore the limits of our ap-
proximate rotated spiral solution, we now fix the
α = 20◦ and φ = 10◦ “SS 433 parameters” and
play with the value of v/c. The results of this ex-
ercise (see Figure 5) show that while for v/c = 0.2
and 0.4 we obtain a good quantitative agreement be-
tween the relativistic and “rotated spiral” solutions,
for v/c = 0.6 and 0.8 the two solutions only show a
qualitative resemblance. Therefore, we see that the
rotated spiral solution provides a good description
of the jet solution only for velocities smaller than
v ≈ 0.5.

Finally, we calculate models with v/c = 0.26, two
orientation angles φ = 10 and 45◦ and half-opening
angles α = 30, 50, and 70◦. The results of this ex-
ercise (see Figure 6) show that while the discrep-
ancies between the relativistic and “rotated spiral”

Fig. 2. The projection of the jet locus onto the plane
of the sky for jet/counterjet systems with v/c = 0.1,
α = 10◦ and different values of the angle φ between the
precession axis with respect to the plane of the sky. The
blueshifted jet is shown with x > 0 and the redshifted
counterjet with x < 0. The exact solution to the rela-
tivistic problem is shown with a solid line, and the ap-
proximate “rotated spiral description” is shown with a
dashed line. Both solutions almost coincide at the reso-
lution of the plots. The plane of the sky coordinates are
normalized with the product vτp of the outflow velocity
times the precession period. An initial θ0 = 0 phase for
the precession has been assumed.
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Fig. 3. The same as Figure 2 but for flows with v/c = 0.2.
Larger differences between the full solution (solid lines)
and the “rotated spiral description” (dashed lines) are
seen.

Fig. 4. Outflow with the “SS 433 parameters” v/c =
0.26, α = 20◦, φ = 10◦ parameters derived of Hjellming
& Johnston (1981). A good agreement is found between
the full solution (solid line) and the “rotated spiral de-
scription” (dashed line). Again a θ0 = 0 initial phase has
been assumed.

solutions grow with increasing α, a reasonable quali-
tative agreement is obtained except for the α = 70◦,
φ = 45◦ model.

5. SUMMARY

We find that, independent of the v/c value, the
projection of a precessing jet on the plane of the
sky lies within a triangle of half-opening angle α0

given by equation (10), provided that the α + φ ≤
π/2 condition is met (where α is the precession half-
opening angle and φ the angle between the precession
axis and the plane of the sky).

We also find that mildly relativistic precessing
jet/counterjet systems on the plane of the sky cor-
respond to the (classical) projection of a spiral with
an orientation angle φ1 = φ+∆φ, half-opening angle
α1 = α + ∆α and flow velocity v1 which differ from
the corresponding φ, α and v of the outflow.

As can be seen in Table 1, the rotated spiral has:

• velocity correction: generally v1/v ≈ 1, except
for the v/c = 0.6, 0.8 models (see Figure 5), for
which the “rotated spiral” description does not
work well;

• opening angle correction: ∆α = α1−α is gener-
ally small (< 2◦), except for the higher v/c and
α models (see figures 5 and 6);

• rotation: this is clearly the main correction that
has to be done so that the classical plane of the
sky projection of a spiral agrees with the rel-
ativistic, time-delayed projection. The axes of
the jet and the counterjet are both rotated (by
the same ∆φ) away from the observer. Because
of this, in the models with φ ≥ 10◦ the coun-
terjet axis (directed away from the observer) in-
creases its angle with respect to the plane of
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Fig. 5. Precessing jet flows with α = 20◦ and φ = 10◦,
and with different values of v/c (given by the labels at
the top left of each frame. The full solution (solid lines)
and the “rotated spiral description” (dashed lines) show
a good agreement for v/c ≤ 0.5.

the sky, and the jet axis (directed towards the
observer) approaches the plane of the sky.

Even though the “rotated spiral” description
is based on a linearization of the relativistic free-
streaming equations (with respect to the β and ε

Fig. 6. Jet flows with v/c = 0.26, two orientations (φ =
10◦ for the left and φ = 45◦ for the right column) and
three half-opening angles (top: α = 30◦; center: α = 50◦;
bottom: α = 70◦). One can appreciate the increasing
differences for larger α values between the full solution
(solid lines) and the “rotated spiral description” (dashed
lines). To avoid confusion, we only show the locus of the
material ejected during five precession periods.

variables, see equation 16), we find that it provides a
qualitatively correct approximation to the projected,
relativistic corkscrew when v/c < 0.5 (see § 4 and
Figure 5). Provided that this condition is met, the
rotated spiral description is good approximation for
all orientation angles (see Figures 2 and 3), and for
half-opening angles α ≤ 50◦ (see Figure 6). Also, it
is a definitely good approximation for the parameters
of the SS433 flow (see Figure 4).

These results are clearly not of ground-breaking
importance. However, we think that they provide an
interesting advance in the qualitative understanding
of the observed morphologies of mildly relativistic,
corkscrew jets.
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ABSTRACT

Comet C/1830 F1 (Great March comet) is one of a large number of comets
with parabolic orbits. Given that there are sufficient observations of the comet,
(428 in right ascension and 424 in declination), it proves possible to calculate a
better orbit. The calculations are based on a 12th order predictor-corrector method.
The comet’s orbit is highly elliptical, e=0.99792 and, from calculated mean errors,
statistically different from a parabola. The comet will not return for thousands of
years and thus represents no immediate NEO threat.

RESUMEN

El cometa C/1830 F1 (Gran Cometa de Marzo) es uno entre un gran número
de cometas con órbitas parabólicas. Puesto que hay muchas observaciones del
cometa, (428 en ascensión recta y 424 en declinación), es posible calcular una
órbita mejor. Los cálculos se basan en un método predictor-corrector de orden
12. La órbita es altamente eĺıptica, e=0.99792 y, según lor errores medios calcula-
dos, distinta de una parábola. El cometa no regresará durante miles de años y por
ende no representa ninguna amenaza NEO.

Key Words: celestial mechanics — comets: individual: C/1830 F1 — methods:
data analysis

1. INTRODUCTION

This paper continues a series on orbits of comets
with catalogued parabolic orbits (Marsden and
Williams 2003), but which nevertheless possess suffi-
cient observations to do a better calculation. Various
reasons exist for studying these comets. A comet
with a parabolic orbit may be, depending on fac-
tors such as perihelion distance, a Near Earth Ob-
ject (NEO). A non-parabolic orbit decides the mat-
ter. If a more refined orbit proves to be a hyperbola,
the comet might potentially be of extra-solar ori-
gin. This should be addressed. Many, perhaps most,
parabolic orbits were calculated by the method of
Olbers (Dubyago 1961, Ch. 8) as a computational
convenience and used normal places. With modern
computers normal places are an anachronism that
degrades, if only slightly, the solution. Better can
be done. And better orbits mean better statistics
for studying the origin of comets. But perhaps most
importantly is professionalism. It is disconcerting
that a great comet should be catalogued with an or-

bit calculated in 1873. We can do much better with
modern computational techniques.

Why study Comet C/1830 F1 (Great March
comet), hereafter simply “the comet”, in particular?
Numerous observations, over 400, are available. The
perihelion distance of 0.9210 au and eccentricity of
0.99792 mean that the object could be an NEO, but
the calculation of the orbit, given shortly, shows that
the comet never comes closer than 0.147 au from
the earth. Its period of over 9,000 yr renders nu-
gatory any preoccupation over a possible close ap-
proach. The comet, nevertheless, was observed for
five months and professionalism dictates a better
than 19th century orbit.

2. PRELIMINARY DATA REDUCTION AND
EPHEMERIDES

Gambart (1830) discovered the comet in Mar-
seille on 22 April, although it had apparently been
seen previous to perihelion passage near the south
equatorial pole (Schulze 1873). I conducted a liter-
ature search of the journals published in the 19th
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Fig. 1. The observations.

century that include comet observations and also
annual reports of some of the major observatories.
The search proved vexing, not only because the 1830
date precluded use of a number of journals that were
founded later, such as The Astronomical Journal,
but also because some of the formats were unusual.
Mayer in Vienna, for example, refers to “observation
lines” “Beobachtungsreihen” to which corrections in
α and δ are made. It is unclear to me exactly how he
is reducing the observations, which are neither ring
nor filar micrometer observations. Likewise, the Flo-
rence observations contain times of entry and egress
from the inner and outer rings of a ring micrometer
for the comet, but also for an accompanying star.
This star cannot be a reference star because insuf-
ficient information is given to calculate the comet’s
position from the reference star’s position; see Chau-
venet (1962, Vol. 2, pp. 436-438). It appears as if
the observer merely wished to publish the comet’s
position along with that for a star. Schulze mentions
that three transit circle observations of the comet
were made at the Cape Observatory before perihe-
lion passage, but he does not publish the original ob-
servations, only a normal place based on the three. I
could find no reference to the original observations in
the literature and therefore treated the normal place
as a genuine observation.

This search yielded a total of 428 observations in
right ascension (α) and 424 in declination (δ). Some
observations were made in one coordinate only. Two
observations, the Cape normal place and one of the
Vienna observations, were made with a transit circle.
Their data processing differs slightly from the others
because transit circle observations are traditionally
reduced to the geocenter rather than to the topocen-
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Fig. 2. Computed alpha and delta versus time.

ter and of course the time of observation is the same
as α. Table 1 summarizes the observations for each
observatory and Figure 1 graphs them. One notices
that the Cape observation, really three observations,
lies far from the others, but nevertheless seems to
follow the general pattern of the post-perihelion ob-
servations if one projects them backwards. This is
shown in Figure 2, where one sees that near an x-axis
value of −65 the value for α is ' 21h and the value
for δ ' −70◦0.

Because most of the observers use local mean or
sidereal time and some express α in degrees rather
than hours, minutes, and seconds all of the obser-
vations were reduced to the common format of Ter-
restrial Time, α, and δ. None of the observations
employed north polar distance in lieu of δ. When-
ever a specific reference star was given to which the
comet observation had been referred, as happened
for 53 observations, its position was recalculated,
with modern positions taken from the Tycho-2 cata-
log (Høg et al. 2000), using the algorithm in Kaplan
et al. (1989). If differences in α and δ from the refer-
ence star, ∆α and ∆δ, were given, they were applied,
corrected for differential aberration and refraction,
to the new position. Sometimes it was not evident
if an observation had already been corrected for dif-
ferential aberration or refraction. I calculated two
final sets of residuals, both with and without these
corrections, but the results were nearly the same. If
∆α and ∆δ were not given but a reference star was
(21 observations) the differences in the positions be-
tween the older catalog and Tycho-2 were applied to
the published positions of the comet. Observations
for which no reference star was given, the remaining
observations, were taken as published. Because the
observations are 19th century, they were corrected
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TABLE 1

OBSERVATIONS BY OBSERVATORY

Observatory Obs. in α Obs. in δ Reference1

Altona, Germany 7 4 AN, 1830, 8, 365

Bremen, Germany 7 6 AN, 1830, 8, 285

Cape, South Africa 1 1 AN, 1873, 82, 975

Crakow, Poland 84 87 AN, 1830, 8, 477

Florence, Italy 132 132 AN, 1831, 9, 149

Göttingen, Germany 3 3 AN, 1830, 8, 253

Königsberg, Germany 21 21 AN, 1831, 9, 165

Kremsmünster, Austria 16 16 AN, 1831, 9, 291

Mannheim, Germany 18 18 AN, 1830, 8, 337

MN, 1830, 1, 180

Marseilles, France 7 7 AN, 1830, 8, 319

AN, 1830, 8, 251

Padua, Italy. 66 66 AN, 1831, 9, 285

Prague, Czech Rep 16 16 AN, 1830, 8, 285

AN, 1830, 8, 315

Speyer, Germany 10 7 AN, 1830, 8, 299

Vienna, Austria 40 40 AN, 1830, 8, 437

1AN: Astron. Nachr.; MN: Monthly Notices RAS

for the E-terms of the aberration if the observation
was derived from a mean position. See Scott (1964)
for a discussion of the E-terms.

Rectangular coordinates needed to calculate ob-
served minus calculated positions, (O−C)’s, were ini-
tially generated, along with numerically integrated
partial derivatives to correct the comet’s orbit, from
a 12th order predictor-corrector integrator. This is
generally referred to as Moulton’s method, for which
Branham (1979) gives more detail. The coordinates
are heliocentric and the Moon is carried as a separate
body.

3. ERRORS OR MISSING INFORMATION IN
THE OBSERVATIONS

Processing 19th century observations is a far from
trivial task because the observations are published in
different languages, English, French, German, Ital-
ian, and even Latin, do not conform to a standard
format, and contain many errors. The reader may
refer to an article of mine that discusses the matter
in detail (Branham 2011a) and includes various ex-
amples. Common errors include mistaking a 3 for a
5 or 8, a 2 for a 7, transposing numbers, 35 for 53,
misidentifying a reference star, or an error in time
that affects both the (O−C), observed minus calcu-
lated position, in α and also in δ in such a manner
that one can identify the error in time. With previ-
ous comets that I have studied over half of the bad

(O−C)’s could be corrected to produce reasonable
values. Unfortunately, for the Great March comet
this turned out not to be the situation. For exam-
ple, an observation made at Marseilles on 11 May
gave an (O−C)δ close to 120′′. A change in the min-
utes of the observation from 56 to 54 would eliminate
this large (O−C), but misreading a 6 for a 4 seems
unlikely, and I left the observation alone. Likewise,
declination observations, two made on 11 July and
another two on 13 July in Florence, had (O−C)δ’s
between 120′′ and 134′′. These are close to a two
arc-minute error, but it seems unlikely that all of
the observations would have this sort of error. In
any event there is insufficient evidence in the obser-
vations themselves to suggest a possible source of
error and thus the observations remain untouched.
Therefore, unlike all of my previous studies of 19th
century comets, no changes were made to the obser-
vations as published.

4. TREATMENT OF THE OBSERVATIONS

The observations of Table 1 result in 852 equa-
tions of condition, calculated from the numerically
integrated partial derivatives, and hence the residu-
als necessary to correct the orbit. Assigning weights
to the observations, necessary because of the dispar-
ity in their quality, remains similar to that of my
previous publications on comet orbits. The first or-
bits were calculated by use of the robust L1 criterion
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312 BRANHAM JR.

(Branham 1990, Ch. 6) to minimize the effect of dis-
cordant observations. Then the final orbit came from
weighting the residuals with the biweight function.
If r represents the vector of the post-fit residuals,
scale an individual residual ri by the median of the
absolute values of the residuals, ri = ri/median(|r|).
Then calculate weighting factors wi by:

wi = [1− (ri/4.685)2]2, |ri| ≤ 4.685;

wi = 0, |ri| > 4.685.
(1)

Equation (1) incorporates the advantages of be-
ing impersonal, recognizes that smaller residuals
are more probable than larger ones, and assigns
them higher weight. Figure 3 shows a histogram
of the weights. The amount of trimming, 8.1%
of the weights, lower than the machine epsilon of
2.22·10−16, is acceptable, especially considering that
81.6% of the weight are greater than 0.5 and 51.5%
great than 0.9. With the biweight the final mean
error of unit weight becomes σ(1)=14.′′77, a value
that falls somewhat on the high side compared with
other 19th century comets, but is still acceptable.
The Windsor, Australia, observations of the Great
Southern comet (Branham 2018), for example, have
σ(1) = 16.′′47, although with all of the observations
for that comet we find σ(1) = 10.′′80. Other 19th
century comets have mean errors over 10′′. Comet
C/1819 N1 (Great comet of 1819) has σ(1) = 11.′′23
(Branham 2017) and comet C/1857 D1 (d’Arrest)
has σ(1) = 10.′′25 (Branham 2011b). If the 11 and
13 July observations in Florence could be corrected
by 120′′, or simply eliminated, the mean error would
undoubtedly decrease. But in lieu of unavailable spe-
cific details there remains no justification for such an
arbitrary action, and one must accept the observa-
tions as given. Such a procedure seems more objec-
tive than that adopted by Peck for his 1904 com-
putation of a parabolic orbit of comet C/1845 L1
(Great June comet) (Branham 2009), where obser-
vations from Kremsmünster, Austria, and Modena
and Padua in Italy were discarded as being “worth-
less”, “poor quality”, and “untrustworthy”, but no
statistical evidence was offered for such pejorative
adjectives.

Figure 4 shows the distribution of the residuals
from the final solution and Figure 5 a histogram
of the residuals. The distribution appears far from
Gaussian (normal, bell shaped): a skewness of -1.12,
(0 for a normal distribution), indicating an excess
of negative residuals; a kurtosis of -0.25 (0 for the
normal) shows a platykurtic distribution, and the Q
factor of 0.15 (2.54 for the normal), shows tails not
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Fig. 3. Histogram of weights.
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TABLE 2

RECTANGULAR COORDINATES AND
VELOCITIES: (EPOCH JD 2389600.5, EQUINOX

J2000)

Unknown Solution Mean Error

x0 9.088867e-02 3.801770e-06

y0 -1.239522e+00 3.387994e-06

z0 -8.837712e-02 6.926546e-04

ẋ0 1.921819e-02 1.514776e-07

ẏ0 -9.942274e-03 2.259179e-07

ż0 2.475755e-03 7.067256e-05

σ(1) 14.′′73

TABLE 3

COVARIANCE (UPPER TRIANGLE) AND
CORRELATION (SUBDIAGONAL) MATRICES

0.0028 -0.0006 0.0735 -0.0000 -0.0000 0.0093

-0.2422 0.0023 -0.2986 -0.0000 0.0000 -0.0192

0.1423 -0.6489 94.0689 0.0025 -0.0228 8.3848

-0.1563 -0.0352 0.1203 0.0000 -0.0000 0.0001

-0.0878 0.2829 -0.7436 -0.1261 0.0000 -0.0027

0.1774 -0.4099 0.8736 0.0365 -0.8784 0.9793

too heavy considering the height of the distribution
near 0. Thus, the distribution is far from normal,
but nevertheless random. Application of a runs test
for randomness of the non-zero residuals, eliminated
by the biwright function, (Wonnacott & Wonnacott
1972, pp. 409-411) indicates 363 runs out of an ex-
pected 365, or an 84.2% chance of being random.
Randomness remains more important than normal-
ity for the goodness of fit of a distribution.

5. THE SOLUTION

Table 2 shows the final solution for the rectangu-
lar coordinates, x0, y0, z0, and velocities, ẋ0, ẏ0, ż0,
along with their mean errors for epoch JD 2389600.5
and the mean error of unit weight, σ(1).

Table 3 shows the covariances and the correla-
tions. Some correlations are high, but the condition
number of the matrix of the equations of condition,
4.67× 107, remains moderate. Moreover, Eichhorn’s
efficiency of 0.52 implies that the linear system seems
well-conditioned and should result in a reliable solu-
tion. Eichhorns’s efficiency (Eichhorn 1990) varies
from 0 for completely dependent columns of a linear
system to 1 for completely independent columns.

TABLE 4

ORBITAL ELEMENTS AND MEAN ERRORS:
EPOCH JD 2389600.5; EQUINOX J2000

Unknown Value Mean Error

M0

0.◦0050907

JD 2389552.20502

(1830 April 09.70502)

0.0039517

a 443.80734 229.34518

e 0.99792 0.00107

q 0.92100 0.25039

Ω 295.◦97864 27.◦96157

i 104.◦94660 0.◦72621

ω 227.◦85682 11.◦62836

Table 4 gives the orbital elements correspond-
ing with the rectangular coordinates of Table 3: the
mean anomaly of perihelion passage, M0; the eccen-
tricity, e; the semi-major axis, a; perihelion distance,
q; the inclination, i; the node, Ω; and the argument
of perihelion, ω. Rice’s procedure (1902), expressed
in modern notation, calculates the mean errors for
the elliptical elements and uses C, the covariance
matrix from the least squares solution for the rect-
angular coordinates and velocities.

Identify the errors in a quantity such as the
node Ω with the differential of the quantity, dΩ.
Let V be the vector of the partial derivatives(
∂Ω/∂x0 ∂Ω/∂y0 · · · ∂Ω/∂ż0

)
. Then the er-

ror can be found from

(dΩ)2 = σ2(1)V ·C ·VT . (2)

The partial derivatives in equation (2) are calcu-
lated from the well known expressions linking or-
bital elements, whether elliptical or hyperbolic, with
their rectangular counterparts. The solution shows
a highly elliptical orbit, and the mean errors indicate
that the ellipse is statistically distinguishable from a
parabola.

The comet’s period P comes from the relation

P = 2πa1.5/k, (3)

where k is the Gaussian gravitational constant.
From equation (2), equation (3), and the values in
Table 3 we calculate P = 9351 ± 7098 yr, a large
formal mean error but one consistent with the sub-
stantial error in the semi-major axis. It also seems
evident that no close approach to the earth will take
place in the future.
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Fig. 6. Orbit from JD -5805999.5 to JD 9806000.5 .

Given that the orbit is highly elliptic, could the
comet possibly be of extra-solar origin, an initially
hyperbolic orbit converted by planetary perturba-
tions to elliptical? To check this possibility I in-
tegrated the orbit backwards to JD -5805999.5, an
interval of a little over 22,400 years. The integra-
tion uses once again heliocentric coordinates. Such
long integrations generally employ barycentric coor-
dinates because they permit a longer time interval.
But given the speed of modern computers such a con-
cern becomes secondary. Barycentric coordinates are
needed for calculations involving stellar aberration
such as the determination of aberration day num-
bers.

Figure 6 shows the results of the integration in
the x-y plane.The comet finds itself 2889 au from
the Sun at JD -5805999.5 with a still elliptic orbit,
a = 1494 au. Thus, the comet is not hyperbolic
and comes from the Oort cloud. The closest ap-
proach to the Earth is 0.147 au at JD 9736510.5, and
thus the comet represents no threat in the future. It
is evident that the orbit has become substantially
modified over thousands of years as Figure 6 shows.
Something similar occurred with comet C/1857 D1
(d’Arrest); see Figure 5 in Branham (2011b). This
is most likely caused by the effects of the Jovian
planets, but the Great March comet’s mediocre orbit
quality hardly justifies an intensive investigation.

Richard L. Branham Jr.: Emeritus investigator, Intituto Argentino de Nivoloǵıa, Glacioloǵıa y Ciéncias Am-
bientales (Ianigla), Centro Cient́ıfico Tecnológico - Mendoza, C.C. 330, Mendoza, Argentina (richardbran-
ham 1943@yahoo.com).

6. CONCLUSIONS

An orbit for Comet C/ 1830 F1 (Great March
comet), based on available observations, 428 in α and
424 in δ, is given. The orbit is highly elliptical and
statistically different from a parabola. The comet
cannot be considered a NEO. Nor is it likely that the
comet has an extra-solar origin, but rather originated
in the Oort cloud.
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ABSTRACT

The mean parallax of the Pleiades open cluster from the Hipparcos catalog
is larger than the true value by approximately 1 mas. The origin of this error,
as well as a possible algorithm of correcting it, was proposed by Makarov (2002).
The problem is reassessed using the more accurate Gaia data with a focus on the
predicted correction to the Pleiades proper motions. The accurately determined
differences Gaia − Hipparcos for 52 common stars are close to these estimates
within the formal uncertainties for all three parameters, which strongly suggests
that the proposed interpretation was correct. With adjustments for the systematic
vector field fitted with 126 vector spherical harmonics to degree 7, these differences
amount to (+0.39, −0.74) mas yr−1. The implications of small-scale proper motion
and position errors in Hipparcos for present day astrometry are briefly discussed.

RESUMEN

La paralaje media del cúmulo abierto de las Pléyades obtenida del catálogo
Hipparcos es aproximadamente 1 mas mayor que el valor verdadero. Makarov (2002)
propuso una razón para este error y un algoritmo para corregirlo. El problema se
examina aqúı de nuevo, usando los datos más precisos de Gaia y con hincapié en
la corrección predicha para los movimientos propios en las Pléyades. Las difer-
encias Gaia − Hipparcos determinadas con precisión para 52 estrellas en común
son muy parecidas a las estimaciones (dentro de las incertidumbres formales de los
tres parámetros), lo cual sugiere que la interpretación propuesta es correcta. Al
realizar ajustes para el vector de campo sistemático con 126 armónicos esféricos
vectoriales y grado 7 estas diferencias resultan ser de (+0.39, −0.74) mas año−1.
Se discuten brevemente las implicaciones de pequeños errores en las posiciones y
los movimientos propios del Hipparcos para la astrometŕıa moderna.

Key Words: astrometry — parallaxes — proper motions — reference systems

1. INTRODUCTION

The publication of the Hipparcos star catalog and
its supporting data sets (ESA 1997) marked the be-
ginning of a new golden age of astrometry and fos-
tered even bolder ideas setting more ambitious goals.
The impact of this space mission across the diverse
areas of astronomy and astrophysics is summarized
by Perryman (2008). The advent of space astrome-
try was not incontrovertible, however. Perhaps, the
most contentious issue discussed for at least a decade
was the conspicuous discrepancy between the mean
trigonometric parallax of the Pleiades open cluster
and the previously adopted distance value, which

had crystallized from numerous observational and
theoretical investigations (Mermilliod et al. 1997).
The Hipparcos parallax is too large at approximately
8.6 mas, placing the Pleiades main sequence about
0.5 mag fainter with respect to the well-established
main sequence at its metallicity. After careful anal-
ysis of possible astrophysical causes, such as incor-
rectly determined reddening, abnormal helium abun-
dance, a systematic error of ≈ 1 mas in the Hip-
parcos data was proposed, which is well outside of
the 3σ statistical range (Pinsonneault et al. 1998;
Soderblom et al. 1998). The first important clue
toward a consistent explanation of the discrepancy

315
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316 MAKAROV

was provided by Narayanan & Gould (1999), who
used the convergent point method and the result-
ing kinematic parallaxes (significantly more precise
than the trigonometric parallaxes) for the Pleiades
and Hyades to reveal the presence of sky-correlated
errors in the Hipparcos data on angular scales 2◦- 3◦.

The presence of such a large error in Hipparcos
astrometry had been initially doubted by some au-
thors privy to the mission (van Leeuwen 1999; Robi-
chon et al. 1999). Very soon, mounting evidence to
the contrary of astrometric (Gatewood et al. 2000;
Pan et al. 2004; Zwahlen et al. 2004; Soderblom et al.
2005; Melis et al. 2014; Galli et al. 2017) and astro-
physical nature (Stello & Nissen 2001; Munari et al.
2004; Percival et al. 2005; Fox Machado et al. 2006;
An et al. 2007; Miller et al. 2013; Kim et al. 2016;
Mädler et al. 2016) was provided. One could say
that the bottom line of this discussion was drawn
by the Gaia astrometric mission (Gaia Collabora-
tion et al. 2016) of much superior precision, which
already in its first data release (DR1, Gaia Collab-
oration et al. 2016) unambiguously confirmed that
both the principal Hipparcos catalog and its later
re-reduction failed to provide an accurate mean par-
allax of the Pleiades. A very accurate trigonometric
parallax of the Pleiades was also obtained from Gaia
Data Release 2 (Gaia Collaboration et al. 2018).

One of the goals of this paper is to show that
the correct interpretation of the origin of this spec-
tacular error has been presented by Makarov (2002).
The topic is revisited because Hipparcos continues to
be important for many studies related to positions
and motions of brighter stars, as well as for practical
applications (Kopeikin & Makarov 2021). Under-
standing past mistakes is also essential for planning
of future space astrometry missions, and generally, of
large astrometric catalogs. The other objective is to
draw the attention of the research community to the
fact that Hipparcos proper motions of the brighter
stars contain significant position correlated errors at
a range of angular scales. These proper motions
are being used in a number of important projects,
for example, for detecting accelerating astrometric
binaries with unresolved or dim companions (e.g.,
Kervella et al. 2019).

2. LOCALLY WEAK CONDITION

The main principles of self-calibrating all-
sky space astrometry, originally formulated by P.
Lacroûte in 1966 (see Kovalevsky 1984) are based
on the concept of a telescope with split viewing di-
rections separated by a fixed “basic angle” Γ. One-

dimensional positions of stars (called abscissae) are
measured on the detector as they drift across the two
fields of view. Linearized condition equations include
only small differences “observed minus calculated” of
the measured abscissae and the derived astrometric
parameters are therefore corrections to a set of nom-
inal values. Likewise, the results for other unknowns
involved in this adjustment are also small corrections
to some previously estimated or assumed functions
of time. Without the basic angle, the condition equa-
tions would be nearly degenerate to a wide range of
perturbations. The ability to reference each target
star to a large number of other stars observed almost
simultaneously at a large angular distance is piv-
otal in improving the condition of space astrometry
equations. Trigonometric parallaxes, in particular,
become absolute (Makarov 1998), while the propa-
gation of large-scale sky-correlated errors of proper
motions and positions (outside of the well-known
6–rank deficiency) is greatly reduced (Makarov et al.
2012).

This theoretical advantage had yet to be real-
ized in a carefully designed data processing pipeline
where the tasks of instrument calibration, attitude
reconstruction, and astrometric adjustment were di-
vided into stages of a complex iterative process and
performed by different teams. The one-dimensional
along-scan attitude was modeled by piece-wise cubic
spline functions of time. The characteristic scale of
these functions was a few degrees, matching the an-
gular diameter of a nearby cluster. As explained in
detail in Makarov (2002), setting the weights of in-
dividual measurements depending on the measured
flux gives rise to a strong imbalance between the data
from the two fields of view and a locally weak condi-
tion. An imprecise initial assumption about the true
abscissae of the Pleiades, for example, would not be
corrected because of a poor convergence of the itera-
tive adjustment. The proposed fix was to re-estimate
the instantaneous position of the bisector assigning
a greater weight to the fainter stars simultaneously
observed in the other field of view.

3. THE MEAN PLEIADES PARALLAX AND
PROPER MOTION IN GAIA DR3

Gaia DR3 (Gaia Collaboration et al. 2021) in-
cludes many more members of the Pleiades clus-
ter than Hipparcos because of the fainter magni-
tude limit. For the purpose of unbiased compari-
son, however, we have to use the same sample of
stars as in Makarov (2002). It includes 53 bona
fide Pleiades members with Hp magnitudes between



©
 C

o
p

y
ri

g
h

t 
2

0
2

2
: 
In

st
it
u

to
 d

e
 A

st
ro

n
o

m
ía

, 
U

n
iv

e
rs

id
a

d
 N

a
c

io
n

a
l A

u
tó

n
o

m
a

 d
e

 M
é

x
ic

o
D

O
I:
 h

tt
p

s:
//

d
o

i.o
rg

/1
0

.2
2

2
0

1
/i

a
.0

1
8

5
1

1
0

1
p

.2
0

2
2

.5
8

.0
2

.1
2

THE HIPPARCOS PLEIADES PARALLAX AND PROPER MOTION 317

2.85 and 10.87 and a median magnitude 8.32. The
brightest star, Alcione = HIP 17702, however, does
not have proper motion or parallax determinations
in Gaia DR3. It is eliminated from the analysis
leaving 52 stars. Some of these stars have fainter
companions within 10′′ resolved in DR3, with three
companions being likely members of the cluster and
possibly binary companions according to the astro-
metric information. In each case, the closer match
is much brighter removing any ambiguity in cross-
identification.

The mean differences of parallax and proper mo-
tion components, ∆$, ∆µα∗, and ∆µδ, are com-
puted in the sense “Gaia − Hipparcos” with weights
wi inversely proportional to the combined formal
variances as given in the two catalogs, e.g.,

∆$=

∑52
i=1($DR3,i−$HIP,i)/(σ

2
$DR3,i

+σ2
$HIP,i

)∑52
i=1(σ2

$DR3,i
+ σ2

$HIP,i
)−1

.

(1)
The standard error of the mean is then computed as

σ∆$ =

(
52∑
i=1

(σ2
$DR3,i

+ σ2
$HIP,i

)−1

)− 1
2

, (2)

and the same formulae are applied to the proper mo-
tion components µα∗ and µδ.

In application to proper motions, this is a simpli-
fied way of estimating statistical differences, which
includes only the coordinate projections of the
proper motion vector µα∗ and µδ. A mathemati-
cally more consistent method is to compute for each
star the vector differences δµ = µDR3 − µHIP and
their normalized bivariate values

χµ =
(
δTµ C

−1
µ δµ

) 1
2

, (3)

where Cµ is the sum of the corresponding 2 × 2 co-
variance matrices of the proper motion vectors in
Gaia and Hipparcos. The statistics χµ are expected
to be distributed as χ(1). For an adequate compari-
son with the results from Makarov (2002), however,
the simplified method is required because the full
covariance matrix of the updated Hipparcos proper
motion was not available.

We note that the weights of proper motion com-
ponent differences are dominated by the uncertain-
ties in Hipparcos, where the formal errors are much
greater than in Gaia DR3. This is seen from the er-
ror bars in Figure 1, which shows the δ components
of the 52 proper motions in DR3 plotted versus the

-52 -50 -48 -46 -44 -42 -40
-52

-50

-48

-46

-44

-42

-40

μδ,HIP mas yr
-1

μ
δ
,E
D
R
3
m
a
s
y
r-
1

Fig. 1. Declination components of proper motions of 52
Pleiades members in Gaia DR3 and Hipparcos.

corresponding values in Hipparcos. The straight di-
agonal line shows the location of data points when
the determinations in the two catalogs are ideally
consistent. More points are shifted below this line,
reflecting the significant difference between the mean
proper motions.

The mean differences thus computed are ∆$ =
−1.00 ± 0.17 mas, ∆µα∗ = +0.34 ± 0.17 mas yr−1,
and ∆µδ = −0.62± 0.13 mas yr−1. The correspond-
ing confidence bounds for these mean values assum-
ing a normal distribution of errors are 1, 0.9772, and
1, respectively. These values are statistically close
to the corrections intrinsically derived by Makarov
(2002) from the Hipparcos data: −0.71 ± 0.14 mas,
+0.45 ± 0.14 mas yr−1, −0.66 ± 0.11 mas yr−1, re-
spectively. The formal confidence bounds for these
estimates are 1, 0.9993, and 1, respectively. We note
that the probability of the null hypothesis that these
updates coincide within 1.7 · σ or better in all the
three parameters by accident is practically zero.

The Gaia DR3 and Hipparcos proper motion sys-
tems for brighter stars are known to have system-
atic, or large-scale sky-correlated differences. They
include a substantial rigid 3D rotation, which can
be viewed as a spin of the entire frame with an an-
gular acceleration. The pattern of Gaia−Hipparcos
proper motion differences, however, is not limited to
this rigid rotation. To estimate the contribution of
the large-scale vector field to the Pleiades-specific
proper motion differences, a dedicated analysis of
the proper motion systems was performed. The Hip-
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parcos catalog positions and their covariances were
transferred onto the mean epoch of Gaia DR3 (2016)
and all common stars were cross-matched. After re-
moval of a large number of known binary and double
stars, as well as statistically perturbed unresolved as-
trometric binaries, some 75, 000 well-behaved stars
with proper motions in both catalogs remained. A
set of 126 vector spherical harmonics (which is a
complete set up to degree 7) was fitted to the ob-
served Gaia−Hipparcos vector field using the formal
covariance matrices for optimal weights. Each vector
spherical harmonic represents a specific vector filed
pattern on the sky, and its coefficient defines the es-
timated amplitude. The result revealed a spectrum
of harmonics with statistically significant signal-to-
noise ratios, where the three magnetic (or, toroidal)
harmonics of degree 1 were by far the greatest con-
tributors. The median vector length of the fitted
field is 191 µas yr−1. At the location of the Pleiades
cluster, the fitted value is (−48, +123) µas yr−1. In
order to correct for the large-scale distortion pat-
tern, this vector should be subtracted from the above
quoted mean proper motion differences. The result
(+0.39, −0.74) mas yr−1 is marginally closer to the
estimates from Makarov (2002).

4. DISCUSSION

For nearly two decades, the Hipparcos catalog
provided an optical realization of the International
Celestial Reference System. Its emergence motivated
fundamental changes in the definition of the celes-
tial reference frame with a decisive move from the
dynamic mean equinox of J2000 to a mathemati-
cally fixed, precession-free origin on the similarly
defined equator (Seidelmann & Kovalevsky 2002).
The endeavor of achieving a maximally inertial (non-
rotating) reference system of celestial coordinates re-
sulted in the shift of paradigm from referencing stel-
lar positions to the solar system ephemerides. The
valued quasi-inertiality is based on a complex and in-
direct link to the extragalactic reference frame (Ko-
valevsky et al. 1997). This link is much more ro-
bust and straightforward for Gaia, which observed
≈ 106 optical quasars and AGNs, as well as a few
thousand optical counterparts of ICRF3 (Gaia Col-
laboration et al. 2018). Unfortunately, because of
essentially separate calibration pipelines for bright
stars and fainter sources, this link does not fully ap-
ply to the sample of Hipparcos stars. This may be
one of the reasons for significant global and large-
scale proper motion differences. Gaia DR3 proper
motions of brighter stars, in particular, may have

significant rigid spin components with respect to the
better constrained fainter stars (Cantat-Gaudin &
Brandt 2021).

Hipparcos astrometry acquires a pivotal role of
the first-epoch realization of a quasi-inertial celestial
reference frame. Any distortions of its position and
proper motion systems affect the long-term viability
of this frame. One application is the detection of ∆µ
binaries (Wielen et al. 1999), which are unresolved
astrometric binaries with variable proper motion.
The increased sensitivity of this method allows us
to detect Jupiter-mass planets in long-period orbits
around nearby stars. It is also relevant for maintain-
ing the optical reference frame, because only truly
single stars can be stable astrometric standards. The
present follow-up study shows that Hipparcos par-
allaxes and proper motions are burdened by small-
scale error of technical origin, which is, in principle,
correctable. It is likely that the mean positions in
Hipparcos are also affected in certain parts of the
celestial sphere by similar or larger amounts. Such
errors are bound to propagate into the most precise
Hipparcos−Gaia (HG) proper motions, which are
central to the anticipated detection of long-period
companions of planetary mass or inactive black hole
companions of stellar mass (Mashian & Loeb 2017).
This error overhead coming from unaccounted per-
turbations of Hipparcos positions may exceed the in-
trinsic formal error of short-term Gaia proper mo-
tions, so its presence is bound to perturb the detec-
tion results toward increased occurrence of false pos-
itives at the most affected locations. Ongoing inves-
tigations of the Gaia−Hipparcos proper motion field
should at a minimum take into account possible sky-
correlated deviations. A more ambitious goal would
be to devise ways of correcting Hipparcos astrometry
once we have understood the origin of its main weak-
ness. A complete reprocessing of Hipparcos mis-
sion data starting with the Intermediate Astrome-
try Data (HIAD) and using Gaia results for certi-
fied stable and single astrometric standards can be
considered. Such a reprocessing effort should focus
on improving the attitude, basic angle Γ, and refer-
ence great circle zero-points solutions. The technical
feasibility of such a solution for the latter data type
has been demonstrated by Zacharias et al. (2022) us-
ing precision astrometric data from modern ground-
based observations. In the same paper, the techni-
cal possibility of reprocessing the available Hippar-
cos data and solving for an improved set of abscissae
zero-points has been demonstrated. Gaia positions
of the fainter Hipparcos stars can be extrapolated
back to 1991.25 using corrected Gaia proper motions
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and used as additional constraints in such a global
solution, potentially improving the system of Hip-
parcos positions on the largest spatial scale includ-
ing rotation. Another possibility is to improve the
Hipparcos proper motion system a posteriori at the
cost of removing the option of external verification of
Gaia. The main obstacle on this way is the existence
of similar sky-correlated errors in Gaia, including a
possible rigid spin of the entire proper motion system
already seen in the Gaia Data Release 2 (Makarov
& Berghea 2019). Although these imperfections are
much smaller in Gaia than in Hipparcos, they create
ambiguity in the interpretation of obvious differences
between the two catalogs. A deeper insight into the
propagation of correlated errors in Hipparcos may
help to disentangle this ambiguity.
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Michel, E., & Lebreton, Y. 2006, MmSAI, 77, 455

Gaia Collaboration, Babusiaux, C., van Leeuwen, F., et
al. 2018, A&A, 616, 10, https://doi.org/10.1051/
0004-6361/201832843

Gaia Collaboration, Mignard, F., Klioner, S. A., et
al. 2018, A&A, 616, 14, https://doi.org/10.1051/
0004-6361/201832916

Gaia Collaboration, Brown, A. G. A., Vallenari, A., et
al. 2016, A&A, 595, 2, https://doi.org/10.1051/

0004-6361/201629512

Gaia Collaboration, Prusti, T., de Bruijne, J. H. J., et
al. 2016, A&A, 595, 1, https://doi.org/10.1051/

0004-6361/201629272

Gaia Collaboration, Brown, A. G. A., Vallenari, A., et
al. 2021, A&A, 649, 1, https://doi.org/10.1051/

0004-6361/202039657

Galli, P. A. B., Moraux, E., Bouy, H., et al.
2017, A&A, 598, 48, https://doi.org/10.1051/

0004-6361/201629239

Gatewood, G., de Jonge, J. K., & Han, I. 2000, ApJ, 533,
938, https://doi.org/10.1086/308679

Kervella, P., Arenou, F., Mignard, F., et al. 2019, A&A,
623, 72, https://doi.org/10.1051/0004-6361/

201834371

Kim, B., An, D., Stauffer, J. R., et al. 2016, ApJS, 222,
19, https://doi.org/10.3847/0067-0049/222/2/19

Kopeikin, S. M. & Makarov, V. V. 2021, FrASS, 8, 9,
https://doi.org/10.3389/fspas.2021.639706

Kovalevsky, J. 1984, MitAG, 62, 63

Kovalevsky, J., Lindegren, L., Perryman, M. A. C., et al.
1997, A&A, 323, 620
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ABSTRACT

Relativistic isothermal gas spheres are a powerful tool to model many astro-
nomical objects, like compact stars and clusters of galaxies. In the present paper, we
introduce an artificial neural network (ANN) algorithm and Taylor series to model
the relativistic gas spheres using Tolman-Oppenheimer-Volkoff differential equa-
tions (TOV). Comparing the analytical solutions with the numerical ones revealed
good agreement with maximum relative errors of 10−3. The ANN algorithm im-
plements a three-layer feed-forward neural network built using a back-propagation
learning technique that is based on the gradient descent rule. We analyzed the mass-
radius relations and the density profiles of the relativistic isothermal gas spheres
against different relativistic parameters and compared the ANN solutions with the
analytical ones. The comparison between the two solutions reflects the efficiency of
using the ANN to solve TOV equations.

RESUMEN

Las esferas isotérmicas relativistas son una herramienta poderosa para mode-
lar objetos astronómicos, tales como estrellas compactas y cúmulos de galaxias. En
este trabajo presentamos un algoritmo basado en una red neuronal artificial (ANN)
y series de Taylor para modelar esferas de gas relativistas usando las ecuaciones
diferenciales de Tolman-Oppenheimer-Volkoff (TOV). La comparación de las solu-
ciones anaĺıticas con las numéricas muestra una buena concordancia, con errores
relativos máximos de 10−3. El algoritmo ANN implementa una red neuronal de
tres niveles con pro-alimentación, constrúıda usando una técnica de aprendizaje
con retro-propagación basada en la regla del gradiente descendente. Analizamos las
relaciones masa-radio y los perfiles de densidad de las esferas relativistas isotérmicas
y comparamos las soluciones ANN con las anaĺıticas. Esta comparación muestra la
eficiencia de ANN para resolver las ecuaciones TOV.

Key Words: methods: analytical — methods: miscellaneous — relativistic pro-
cesses — stars: interiors

1. INTRODUCTION

Many astrophysical issues, particularly those involving star structure and galactic dynamics, benefit from
the use of isothermal models (Binney & Tremaine 1987; Chandrasekhar 1939). In terms of stellar structure
and evolution theory, isothermal self-gravitating spheres may be used to calculate the behaviour of physical
variables.

There are a lot of studies concerning the isothermal spheres in the framework of Newtonian mechanics (non-
relativistic) (Milgrom 1984; Liu 1996; Natarajan & Lynden-Bell 1997; Roxburgh & Stockman 1999; Hunter 2001;
Raga et al. 2013). Several works have conducted numerical investigations on relativistic isothermal spheres
within the framework of general relativity theory. Chavanis (2002) explored the structure and stability of

1Astronomy Department, National Research Institute of Astronomy and Geophysics (NRIAG), Cairo, Egypt.
2Department of Mathematics, Faculty of Science, New Valley University, Egypt.
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isothermal gas spheres using a linear equation of state in the context of general relativity. Sharma (1990) used
the Pade approximation technique to provide straightforward and accessible approximate analytical solutions
to the TOV equation of hydrostatic equilibrium, and his results indicate that general relativity isothermal
arrangements have a limited extent. Saad (2017) proposed a novel approximate analytical solution to the
TOV equation using a combination of the Euler-Abel transformation and the Pade approximation. Besides
the numerical and analytical solutions of similar nonlinear differential equations similar to TOV equations,
artificial intelligence approaches presented reliable results in many problems arising in astrophysics. In this
context, Morawski & Bejger (2020) proposed a unique method based on ANN algorithms for reconstructing
the neutron star equation of state from the observed mass-radius relationship. Nouh et al. (2020) presented a
neural network-based computational approach for solving fractional Lane-Emden differential equation problems.
Azzam et al. (2021) used an artificial neural network (ANN) approach and simulate the conformable fractional
isothermal gas spheres and compared them with the results of the analytical solution deduced using the Taylor
series. Abdel-Salam et al. (2021) presented the neural network (NN) mathematical model and developed a
neural network approach for simulating the helium burning network using a feed-forward mechanism.

In the present article, we solve TOV equations by the ANN and analytically by an accelerated Taylor series.
We employ an ordinary feed-forward neural network to estimate the solution of TOV equations for the ANN
simulation, which has been shown to outperform competing computational approaches. A three-layer feed-
forward neural network is used, which was trained using a back-propagation learning approach based on the
gradient descent rule. The following is the paper’s structure: The relativistic isothermal polytrope is discussed
in § 2. The analytical solution to the TOV equation is found in § 3. The mathematical modelling of the ANN
is covered in § 4. § 5 summarizes the results obtained, and § 6 presents the conclusion.

2. THE RELATIVISTIC ISOTHERMAL GAS SPHERE (RIGS)

In the polytropic equation of state (P = Kρ1+1/n, where P is the pressure, ρ is the density, and K is
the polytropic constant), the polytropic index n ranges from 0 to ∞. When n approaches or equals ∞, the
isothermal equation of state P = Kρ emerges. By combining the isothermal equation of state with the equation
of the hydrostatic equilibrium in the frame of the general relativity, the TOV equation of the isothermal gas
sphere could be given as (Sharma 1990),

dP

dr
= −

(
GMr

r2

)
ρ+ (P/c2)(1 + (4πPr3/Mrc

2))

(1− (2GMr/rc2))
, (1)

where Mr is the total mass energy or ‘effective mass’ of the star of radius r including its gravitational field is
given by

Mr =
4π

c2

r∫
0

ρc2r2dr. (2)

Define the variables, χ, ν, u, and the relativistic parameter s, by

χ = rA;

A2 = 4πGρc/sc
2;

s = Pc

ρcc2
,

(3)

where ρc and Pc are the central density and central pressure of the star respectively, u(x) and ν(x) are the
Emden and is the mass functions of radius, and c is the speed of light. Equations (1) and (2) can be transformed
into the dimensionless forms in the (x, u) plane as

(1− 2sν(x)/x)

1 + σ
+ x2

du

dx
− ν(x)− se−ux3 = 0 (4)

dν

dx
= x2e−u, (5)
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which satisfy the initial conditions

u(0) = 0;
du(0)

dx
= 0; ν(0) = 0. (6)

If the pressure is substantially lower than the energy density at the center of a star (i.e., goes to zero), as in
the non-relativistic case, the system of equations (4) and (5) simplifies to the Newtonian isothermal structure
equations

1

x2
d

dx
(x2

du

dx
) = e−u. (7)

One can calculate physical parameters of the stellar models like radius (R), density (ρ) , and mass Mr using
the following equations

R = xc
√

s
4πGρc

ρ = ρce
−u;

Mr = 4πρc
A2 ν(x).

(8)

3. ANALYTICAL SOLUTION TO EQUATION (4)

Rearrange equations (4) and (5) as

x2 dudx − 2svxdudx − ν − νs− sx
3e−u − s2x3e−u = 0,

dν
dx = x2e−u,

(9)

where the initial conditions are

u(0) = 0;
du(0)

dx
= 0; υ(0) = 0.

Write the Taylor series for the function u(x) as

u(x) = u(0) +Dxu(0)x+
D2
xu(0)

2!
x2 +

D3
xu(0)

3!
x3 +

D4
xu(0)

4!
x4 +

D5
xu(0)

5!
x5 + ...., (10)

at x = 0 the first derivative is given by

ν′0 = (0)2e−u(0) = 0,

and the second derivative is

ν′′0 = 2(0)e−u(0) − (0)2e−u(0)u′0 = 0,

differentiating another time, we have

ν′′′ = 2e−u − 4xe−uu′ + x2e−uu′2 − x2e−uu′′; (11)

when x = 0 we have

ν′′′0 = 2e−u(0) − 4(0)e−u(0)u′(0) + (0)2e−u(0)u′(0)2 − (0)2e−u(0)u′′(0) = 2(1) = 2;

the fourth derivative is given by

ν(4) = −6e−uu′ + 6xe−uu′2 − 6xe−uu′′ − x2e−uu′3 + 3x2e−uu′u′′ − x2e−uu′′′, (12)

when x = 0 we have ν
(4)
0 = 0;

the fifth derivative is given by

ν(5) = 6e−uu′2 − 6e−uu′′ + 6e−uu′2 − 6xe−uu′3 + 12xe−uu′u′′ − 6e−uu′′ + 6xe−uu′u′′

−6xe−uu′′′ − 2xe−uu′3 + x2e−uu′4 − 3x2e−uu′2u′′ + 6xe−uu′u′′ − 3x2e−uu′2u′′

+3x2e−uu′′2 + 3x2e−uu′u′′′ − 2xe−uu′′′ + x2e−uu′u′′′ − x2e−uu(4).
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Substituting x = 0 we have

ν
(5)
0 = 12e−u0(u′0)2 − 12e−u0u′′0 = −12u′′0 ,

and so on. Now write the first TOV equation of equation (9) as

x2u′ − 2svxu′ − υ − νs− sx3e−u − s2x3e−u = 0. (13)

Differentiating equation (13) for x we have

2xu′ + x2u′′ − 2sνu′ − 2sν′xu′ − 2sνxu′′ − ν′ − sν′ − 3sx2e−u + sx3e−uu′ = 0; (14)

when x = 0 all terms are equal to zero.
Differentiating equation (14) for x we have

2u′ + 2xu′′ + 2xu′′ + x2u′′′ − 2sν′u′ − 2sνu′′ − 2sν′u′ − 2sν′′xu′ − 2sν′xu′′

−2sνu′′ − 2sν′xu′′ − 2sζxu′′′ − ν′′ − sν′′ − 6sxe−u + 3sx2e−uu′ + 3sx2e−uu′

−sx3e−uu′2 + sx3e−uu′′ = 0;

which can be simplified into

2u′ + 4xu′′ + x2u′′′ − 4sν′u′ − 4svu′′ − 2sν′′xu′ − 4sν′xu′′ − 2sνxu′′′

−ν′′ − sν′′ − 6sxe−u + 6sx2e−uu′ − sx3e−uu′2 + sx3e−uu′′ = 0.
(15)

Putting x = 0 we have

2u′0 + 4(0)u′′0 + (0)2u′′′0 − 4sν′0u
′
0 − 4sv0u

′′
0 − 2s(0)ν′′0 u

′
0 − 4s(0)ν′0u

′′
0

−2s(0)ν0u
′′′
0 − ν′′0 − sν′′0 − 6s(0)e−u0 + 6s(0)2e−u0u′0 − s(0)3e−u0(u′0)2 + s(0)3e−u0u′′0 = 0.

Since

u0 = 0, ν0 = 0, ν′0 = 0, ν′′0 = 0,

this gives

u′0 = 0.

By differentiating equation (15) and putting x = 0 this gives

u′′0 =
1

3
+

1

3
s+ s+ s2 =

1

3
(1 + s)(1 + 3s).

Following the same procedure mentioned above, we obtained the values of u′′′0 , u
(4)
0 , u

(5)
0 , ν

(6)
0 , u

(6)
0 and so on.

Substituting these values into the Taylor series, equation (10), the Emden function is given by

u(x) =
1

6
(1 + s)(1 + 3s)x2 + ... (16)

4. THE ANN ALGORITHM

4.1. Simulation of the RIGS

The proposed ANN simulation scheme of the RIGS is plotted in Figure 1. First, we assume ut = (x, p) to
be the neural network’s approximate solution to equation (4), which may be expressed as follows (Yadav et al.
2015):

ut(x, p) = f(x,N(x, p)) +A(x), (17)
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Fig. 1. Proposed ANN architecture for simulating the isothermal gas sphere.

where the first term represents a feed-forward neural network with input vector x and p is the corresponding
vector of adjustable weight parameters, and the second term represents the boundary or initial value.
The ANN output, N(x, p), is provided by

N(x, p) =
∑H

i=1
νiσ(zi), (18)

where zj =
∑n
i=1 wijxj + βi, and wij represents the weight from the input unit j to the hidden unit i, νi

represents the weight from the hidden unit i to the output, βi is the bias of the ith hidden unit, and σ(zi) is
the sigmoid activation function that has the form σ(x) = 1

1+e−x .

Write the derivative of networks output N for the input vector xj as

DxjN(x, p) = Dxj(
∑H
i=1 νiσ(zj =

∑n
i=1 wijxj + βi, ))

=
∑h
i=1 νiwijσ

1, σ1 = Dxσ(x)
(19)

and the nth derivative of N , equation (18), is

D
(n)
xj N(x, p) =

∑n

i=1
νiPiσ

(n)
i , (20)

where

Pi =
∏n

k=1
wik, σi = σ(zi).

As a result, the proposed solution for the TOV equations is given by

ut(x, p) = x2N(x, p), (21)

νt(x, p) = x3M(x, p), (22)

this fulfills the initial conditions as

ut(0, p) = 0 ·N(0, p) = 0, νt(0, p) = (0)3M(0, p) = 0.
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And

Dxut(x, p) = 2xN(x, p) + x2DxN(x, p),

Dxνt(x, p) = 3x2M(x, p) + x3DxM(x, p),
(23)

Dxut(0, p) = 2(0)N(0, p) + 0.DxN(0, p),

Dxνt(0, p) = 3(0)2M(0, p) + (0)3DxM(0, p).
(24)

4.2. ANN Gradient Computations and Updating the Parameters

When we examine the solution presented by equations (21), we transform the problem to an unconstrained
optimization one, and the error to be minimised is given by (Yadav et al. 2015).

E(x) =
∑
i

{x2Dxut(xi, p)− 2σxνt(xi, p)Dxut(xi, p)− νt(xi, p)
−σνt(xi, p)ut(xi, p)− σx3e−ut(xi,p) − σ2x3e−ut(xi,p)}2

+
∑
i

{Dxνt(xi, p)− x2e−ut(xi,p)}2,
(25)

where

Dxut(x, p) = 2xN(x, p) + x2Dα
xN(x, p),

Dxνt(x, p) = 3x2M(x, p) + x3DxM(x, p).
(26)

To upgrade network parameters, we calculate the NN derivative for both input and the parameters of the
network and train the NN for the optimum parameter value. Once the network has been trained, one can
optimize the network parameters and compute ut(x, p)ut(x, p) = x2N(x, p).

The derivative of any of its inputs is analogous to the feed-forward neural network N with one hidden
layer, the same weights wij , and thresholds βi, and each weight νi replaced with νiPi where Pi =

∏n
k=1 w

αk
ik .

Moreover, the sigmoid function’s nth order derivative is substituted for the transfer function of each hidden
unit. As a result, the gradient with respect to the original network parameters may be determined as follows:

DνiN = Piσ
(n)
i ,

DβiN = νiPiσ
(n+1)
i ,

DwijN = xiνiPiσ
(n+1)
i + νi(

∏
k=1,k 6=j wik)σ

(n)
i .

(27)

The updating rule of the network parameters will be given as follows

νi(x+ 1) = νi(x) + aDνiN, (28)

βi(x+ 1) = βi(x) + bDβiN, (29)

wij(x+ 1) = wij(x) + cDwijN, (30)

where a, b, c are learning rates, i = 1, 2, ..., n, and j = 1, 2, .., h.
An ANN’s main processing unit is the neuron, which is capable of carrying out local information and

processing local memory. The net input (z) of each neuron is calculated by adding the weights it receives to
form a weighted sum of such inputs and then adding them with a bias (β). The net input (z) is then processed
by an activation function, which is likely to result in neuron output (shown in Figure 1).
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Fig. 2. Proposed ANN architecture for simulating the isothermal gas sphere.

4.3. Back-Propagation Learning Algorithm

Back-propagation (BP) is a gradient technique that seeks to minimize the mean square error between
the actual and predicted outputs of a feed-forward net. It demands continuously differentiable non-linearity.
Figure 2 depicts a flow chart of a back-propagation offline learning method (Leshno et al. 1993). We used a
recursive technique that started with the output units and moved back to the first concealed layer. To compare
the output uj at the output layer to the desired output tj , an error function of the following kind is used:

δj = uj(tj − uj)(1− uj). (31)

For the hidden layer, the error function takes the form:

δj = uj(1− uj)
∑

k
δkwk. (32)

where δj is the error term in the output layer and wk is the weight between the hidden and output layers. The
error is replicated backward from the output layer to the input layer as follows to modify the weight of each
connection:

wji(t+ 1) = wji(t) + ηδjuj + γ(wji(t)− wji(t− 1)). (33)
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The rate of learning η must be chosen so that it is neither too small, resulting in a slow convergence, nor
too large, resulting in misleading results. The momentum term in equation (33) is added with the momentum
constant γ to accelerate the convergence of the back-propagation learning algorithm error and to aid in stomping
the changes over local increases in the energy function and trying to push the weights to follow the overall
downhill direction (Leshno et al. 1993). This term adds a percentage of the most recent weight adjustment
to the current weight adjustments. At the start of the training phase, both η and γ terms are allocated and
determine the network stability and speed (Elminir et al. 2007; Basheer & Hajmeer 2000; El-Mallawany et al.
2014).

The procedure is repeated for each input pattern until the network output error falls below a preset threshold.
The final weights are frozen during the test session and utilized to calculate the precise values of both the density
profile and mass-radius relation. To evaluate the training’s success and quality, the error is computed for the
entire batch of training patterns using the root-mean-square normalised error, which is defined as:

Erms =
1

PJ

√∑P

p=1

∑J

j=1
(tpj − upj)2, (34)

where P is the number of training patterns, J is the number of output units, tpj is the target output at unit j,
and upj is the actual output at the same unit j. Zero error would indicate that all of the ANN’s output patterns
completely match the predicted values and that the ANN is completely trained. Internal unit thresholds are
also modified by assuming they are connection weights on links derived from an auxiliary constant-valued input.

5. RESULTS AND DISCUSSIONS

5.1. Training Data Preparation

To prepare the data for the ANN simulation of the problem, we elaborated a Mathematica code to derive
the Emden and mass functions of the relativistic isothermal gas spheres using the Taylor series. We performed
the calculations for the range of the dimensionless parameter x = 0− 35; this upper limit of x corresponds to
an isothermal sphere on the verge of gravothermal collapse (Antonov 1985). To obtain an accurate result for
these analytical physical parameters, we accelerated both the series expansions of the Emden function (u) and
the mass function (ν) by the accelerated scheme suggested by Nouh (2004); Saad et al. (2021). The radius,
density, and mass of the gas sphere are calculated using equations (8).

We calculated 50 gas models for the range of the relativistic parameter σ = 0 − 0.5 with step 0.01. The
radius, density, and mass of the star are calculated for the typical neutron star physical parameters: mass
M∗ = 1.5M�, central density ρc = 5.75 × 1014 g cm−3, central pressure Pc = 2 × 1033 par, and radius
R∗ = 1.4× 106 cm. We plotted in Figure 3 the density profiles and the mass-radius relations of the relativistic
isothermal gas spheres. Because the effect of the relativistic parameter on the Emden function is smaller than
that on the mass function (the relation between the density and the Emden function is given by ρ = ρce

−u),
we plotted the density profiles for the relativistic parameter values σ = 0.1, 0.2, 0.3, and 0.4 only.

5.2. Network Training

The data calculated in the previous section have been used to train the NN we used to simulate the Emden
and mass functions of the relativistic isothermal gas spheres. We trained the ANN that has the architecture
previously shown in Figure 1 for such a purpose. The network is composed of three layers which are the input
layer, the hidden layer, and the output layer. The input layer has two inputs which symbolize the relativistic
parameter (σ) and the ratio (R/R∗), where R∗ is the radius of the typical neutron star which is equal to
R∗ = 1.4× 106 cm. This ratio takes values from 0 to 1 in steps of 0.02. The output layer has also two outputs
which represent the Emden function (density profile) and the mass-radius relation of the relativistic isothermal
gas spheres. We checked three configurations for the number of hidden layer neurons by testing 20, 50, and
100 neurons in that layer to find which of them was the best. The data values for the relativistic function (σ)
that have been used for the training and testing of the adopted neural network are shown in Table 1.

After checking the three configurations of the hidden layer neurons, we concluded that the best number of
those neurons was 50. This number of the hidden layer neurons gave the least RMS error of 0.000156 in almost
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Fig. 3. The density profiles (upper panel) and the mass-radius relations (lower panel) of the relativistic isothermal gas
spheres. The color figure can be viewed online.

TABLE 1

TRAINING AND TESTING DATA FOR THE NN ADOPTED TO SIMULATE THE EMDEN AND MASS
FUNCTIONS OF THE RELATIVISTIC ISOTHERMAL GAS SPHERES

Training Data Testing Data

σ σ

0.01 0.02 0.03 0.05 0.06 0.04 0.08 0.12 0.16 0.20

0.07 0.09 0.010 0.11 0.13 0.24 0.28 0.32 0.36 0.40

0.14 0.15 0.17 0.18 0.19

0.21 0.22 0.23 0.25 0.26

0.27 0.29 0.30 0.31 0.34

0.35 0.37 0.38 0.39 0.41

0.42 0.43 0.45 0.46 0.49

0.50

the same number of training iterations. So, the configuration of the NN adopted to simulate the Emden and
mass functions of the relativistic isothermal gas spheres was 2-50-2.

While in the training phase of the NN, we used a value of the momentum (γ = 0.5) and a value for the
learning rate (η = 0.03).Those values of γ and η were found to speed up the convergence of the back-propagation
training algorithm without exceeding the solution. The convergence and stability behaviors of the input layer
weights, bias, and output layer weights (wi, βi, and νi) were studied during the training phase which is shown
in Figure 4. The weight values were initialised to random values, which can be seen in such figures, and after
a number of iterations, they converged to stable values.
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Fig. 4. The density profiles (upper panel) and the mass-radius relations (lower panel) of the relativistic isothermal gas
spheres. The color figure can be viewed online.

5.3. Comparison with the Analytical Model

After the training phase is completed, we can use the code with its frozen weight values to compute the
Emden and mass functions of the RIGS. To compare the analytical models and the ANN ones, we calculated
the isothermal gas models for the relativistic parameters shown in Column 2 of Table 1. The results of these
comparisons are displayed in Figure 5, which shows the identical overlap between the density profiles and their
relevant ANN models. The figures also show the limited discrepancies between the ANN model and their
relevant mass-radius relations. In general, we obtained good agreement with a maximum absolute error for the
density profiles and mass-radius relations of 1% and 5%, respectively.

According to Nouh et al. (2020), the large discrepancy in the curve of the mass-radius relations can be
attributed to numerical instability caused by the mass function’s (ν) acceleration process.

6. CONCLUSIONS

In the present paper, the Taylor series and an artificial neural network (ANN) approach were used to solve
the relativistic isothermal gas sphere. We wrote a Mathematica code to derive the symbolic expressions for the
Emden and the relativistic functions. Then, the radii, densities, and masses of the gas spheres were calculated
and the convergence of the analytical models was accelerated using Euler-Abel and Pade transformations. A
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Fig. 5. The mass-radius relation and density profile were calculated for the relativistic parameter range σ=0.04, 0,08,
0,12, 0.16, 0.2, 0.24, 0.28, 0.36, and 0.4. The red lines represent the accelerated Taylor series solutions, while the blue
lines represent the ANN solutions. The color figure can be viewed online.

total sum of 50 analytical gas models was calculated for the range of the relativistic parameter σ =0 - 0.5 with
step 0.01 and compared to the numerical ones which indicated that the maximum relative errors are 1% and
3% for the density profiles and mass-radius relations, respectively.

For the ANN calculations, we developed a C++ code that implemented the feed-forward back-propagation
learning scheme. Training and testing of the ANN algorithm were performed for the density profiles and mass-
radius relation of the neutron stars. The efficiency and accuracy of the presented algorithm were evaluated by
running it through 10 relativistic isothermal gas models and comparing them to analytical models. The ANN
calculations yielded results that were in very good agreement with the analytical results, demonstrating that
using the ANN method is effective, accurate, and may outmatch other methods.

Acknowledgment: We are so grateful to the reviewer for his/her many valuable suggestions and comments
that significantly improved the paper. This paper is based upon work supported by Science, Technology &
Innovation Funding Authority (STDF) Egypt, under Grant Number 37122.
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ABSTRACT

We present photometric, astrometric, and kinematic studies of the old open
star clusters NGC 1193 and NGC 1798. Both of the clusters are investigated by
combining data sets from Gaia Early Data Release 3 (EDR3) and CCD UBV obser-
vational data. E(B − V ) color excesses are derived for NGC 1193 as 0.150± 0.037
and for NGC 1798 as 0.505 ± 0.100 mag through the use of two-color diagrams.
Photometric metallicities are also determined from two-color diagrams with the re-
sults of [Fe/H]=−0.30 ± 0.06 dex for NGC 1193 and [Fe/H]=−0.20 ± 0.07 dex for
NGC 1798. The isochrone fitting distance and age of NGC 1193 are 5562± 381 pc
and 4.6±1 Gyr, respectively. For NGC 1798, these parameters are 4451±728 pc and
1.3±0.2 Gyr. Kinematic and dynamic orbital calculations indicate that NGC 1193
and NGC 1798 belong to the thick-disk and thin-disk populations, respectively.

RESUMEN

Presentamos un estudio fotométrico, astrométrico y cinemático de los cúmulos
abiertos viejos NGC 1193 y NGC 1798. Ambos cúmulos se estudian combinando
datos de Gaia Early Data Release 3 (EDR3) con datos CCD UBV. Mediante el
uso de diagramas de dos colores se obtienen excesos de color E(B − V ) para
NGC 1193 de 0.150 ± 0.037 mag, y para NGC 1798 de 0.505 ± 0.100 mag. Se
determinan las metalicidades fotométricas con los mismos diagramas, y resultan
ser de [Fe/H]=−0.30 ± 0.06 dex para NGC 1193 y de [Fe/H]=−0.20 ± 0.07 dex
para NGC 1798. La distancia y la edad obtenidas con el ajuste de isocronas para
NGC 1193 son de 5562±381 pc y 4.6±1 giga-años, respectivamente. Para NCG 1798
estos parámetros tienen valores de 4451± 728 pc y 1.3± 0.2 giga-años, respectiva-
mente. Los cálculos cinemáticos y orbitales indican que NGC 1183 pertenece a la
población de disco grueso y NGC 1798 a la de disco delgado.

Key Words: open cluster and associations: individual: NGC 1193, NGC 1798 —
Galaxy: disc — Hertzsprung-Russell and colour-magnitude

1. GENERAL

Open clusters are identified as groupings of stars,
beyond those found in a single multiple star sys-
tem, that are bound together by their weak self-
gravitational forces. As cluster stars are formed by
the collapse of the same molecular cloud, their basic
astrophysical parameters, such as color excess, dis-

1Department of Astronomy & Space Sciences, Istanbul
University, Istanbul, Turkey.

2Nielsen, Chicago, USA.
3Harper College, Illinois, USA.
4Observatorio Astronómico Nacional, Universidad Na-

cional Autónoma de México, Ensenada, México.
5Institute of Graduate Studies in Science, Istanbul Univer-

sity, Istanbul, Turkey.

tance, metal abundance, and age are similar while
their masses and luminosities can range widely. This
paper concentrates on open star clusters inside our
own galaxy’s disk, which are often called ‘galactic
clusters’. These properties make such open clusters
important tools to investigate the structure, forma-
tion, and evolution of the Galactic disk, as well as
to give opportunities to enhance our understand-
ing of stellar evolution models. In particular, the
study of old open clusters can give insight into the
kinematic properties and chemical structure of the
Galactic disk (Friel 1995).
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1.1. NGC 1193

In 1786 William Herschel discovered the
open cluster NGC 1193 (α = 03h 05m 56s. 64,
δ = +44◦ 22

′
58
′′
. 80, l = 146◦. 8143, b = −12◦. 1624),

located in the constellation of Perseus (Dreyer 1888).
Together with an angular size of 2′, NGC 1193 has
a dense central stellar concentration and is classi-
fied as II3m (Ruprecht 1966). King (1962) reported
that NGC 1193 is likely to be old. In the study of
Janes & Adler (1982), NGC 1193 was identified as a
dense, poorly studied open cluster with an angular
diameter of 2′. Kaluzny (1988) presented the first
CCD BV photometric study of NGC 1193, identify-
ing five possible blue straggler stars in the cluster.
By BV isochrone fitting to the color magnitude dia-
gram (CMD), they determined the color excess and
distance to be 0.12 ≤ E(B − V ) ≤ 0.23 mag and
4.2 ≤ d ≤ 4.9 kpc, respectively. Additionally the
metallicity, distance module, and age of the cluster
were adopted as Z = 0.01, (m −M)V = 13.8 mag,
and t = 8× 109 years. Through investigation of the
cluster’s color-magnitude diagram, Kaluzny (1988)
indicated that subgiant branch stars are more pop-
ulous than red giant branch stars. Utilizing spec-
troscopic observations, Friel, Liu, & Janes (1989)
calculated the first radial velocity estimate for the
cluster as 〈Vr〉 = −82 km s−1. Friel & Janes (1993)
performed medium resolution spectroscopic analy-
ses and estimated the cluster metallicity as [Fe/H] =
−0.50 ± 0.18 dex from four giant members. They
also calculated the radial velocities of stars whose
values lie within −64 ≤ Vr ≤ −103 km s−1. Tadross
(2005) used photometric data of Kaluzny (1988) and
astrometric data from the USNO-B1.0 catalog of
Monet et al. (2003) to determine the cluster’s color
excess E(B − V ) = 0.10 ± 0.06, distance modulus
µ = 13.90± 0.10 mag, distance d = 5.25± 0.24 kpc,
age t = 8 Gyr, and metallicity as Z = 0.008. More-
over, Tadross (2005) analysed the cluster with re-
gard to the radial profile of van den Bergh & Sher
(1960) and estimated the core radius as rc = 1′.4
and the limiting radius as rlim = 6′.5. Kyeong et
al. (2008) applied a fitting procedure of the theoret-
ical isochrones of Bertelli et al. (1994) to the color-
magnitude diagrams based on CCD UBVI photomet-
ric data of NGC 1193. They calculated the color ex-
cess as E(B − V ) = 0.19± 0.04 mag, the metallicity
[Fe/H] = −0.45±0.12 dex, the true distance module
(m−MV)0 = 13.30± 0.15 mag, and the cluster age
as log t(yr) = 9.7± 0.1.

The Gaia mission (Gaia collaboration et al.
2016) has led to substantial improvements in the
quality and precision of astrometric, photometric,

and spectroscopic data. Gaia has provided precise
astrometric, photometric, and spectroscopic data
of nearly 1.8 billion stars. Cantat-Gaudin et al.
(2018) identified 215 most likely cluster members,
using astrometric and photometric data of stars
across the locality of NGC 1193. In the study,
they determined the mean proper motion of the
cluster as (µα cos δ, µδ)=(−0.125 ± 0.023,−0.329 ±
0.019) mas yr−1 and the trigonometric parallax as
$ = 0.159± 0.009 mas. Soubiran et al. (2018) used
the second Gaia data release (Gaia DR2; Gaia col-
laboration et al. 2018) spectroscopy to identify a ra-
dial velocity measurement for one member star of
NGC 1193, calculating its radial velocity as 〈Vr〉 =
−83.24 ± 0.51 km s−1. In addition, Carrera et al.
(2019) determined the mean radial velocity of the
cluster as 〈Vr〉 = −85.16 km s−1, based on APOGEE
spectroscopic data for two member stars of the clus-
ter. Donor et al. (2020) analysed three cluster mem-
ber stars using APOGEE DR16 spectroscopic data
and calculated the radial velocity and metallicity
of the NGC 1193 as 〈Vr〉 = −84.7 ± 0.2 km s−1

and [Fe/H] = −0.34 ± 0.01 dex, respectively. Us-
ing Gaia DR2 data, they determined the mean
proper motion components of the cluster as (µα cos δ,
µδ)=(−0.22± 0.10,−0.36± 0.07) mas yr−1.

1.2. NGC 1798

The open cluster NGC 1798 (α = 05h11m39s. 36,
δ = +47◦ 41

′
27
′′
. 60, l = 160◦. 7043, b = +04◦. 8500)

was discovered in 1885 by Edward Barnard, located
in the Auriga constellation (Dreyer 1888). With an
angular size of about 5 arcmin, this cluster is classi-
fied as II2m with a central dense stellar concentra-
tion (Ruprecht 1966). Examination of the cluster’s
CMD reveals that the regions of the main sequence
and red clump (RC) stars are more distinct than the
red giant branch (RGB). Based on this morpholog-
ical feature, Janes & Phelps (1994) gave the age of
NGC 1798 as 1.5 Gyr and the distance as 3.44 kpc.

The first CCD UBVI photometric observations
of the NGC 1798 were made by Park & Lee (1999).
The angular diameter of the cluster was given as
8.3 arcmin (10.2 pc), the color excess E(B − V ) =
0.51±0.04 magnitude, the distance d = 4.2±0.3 kpc,
the metallicity [Fe/H] = −0.47 ± 0.15 dex, and
the age t = 1.4 ± 0.2 Gyr. Lata et al. (2002)
used the data of Park & Lee (1999) to determine
the absolute magnitude and color indices for the
I band as I(MV) = −4.86, I(U − V )0 = 0.97,
I(B − V )0 = 0.82, and I(V − I)0 = 1.14 mag. Ma-
ciejewski & Niedzielski (2007) obtained the struc-
tural and astrophysical parameters of 42 open clus-
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NGC 1193 AND NGC 1798 335

ters with CCD BV photometry. They determined
the cluster’s limiting radius rlim = 9 arcmin, the core
radius rc = 1.3± 0.1 arcmin, the central stellar den-
sity f0 = 9.5 ± 0.28 star arcmin−2, and the back-
ground stellar density fbg = 3.14 ± 0.05 stars per
arcmin2. These researchers used the isochrones of
Bertelli et al. (1994), obtaining the color excess of
the cluster as E(B − V ) = 0.37+0.10

−0.09, the distance

modulus as (m − M) = 13.90+0.26
−0.63 mag, the dis-

tance as d = 3.55+0.64
−1.22 kpc, and the age being

log t (yr) = 9.2. Ahumada & Lapasset (2007) ex-
amined 1,887 blue straggler star (BSS) candidates in
427 open clusters and identified 24 BSS in the direc-
tion of NGC 1798. They indicated that six of these
BSS are massive and 18 are low mass stars. Carrera
(2012) calculated the radial velocities of four open
clusters including NGC 1798 by analyzing spectro-
scopic data of their member stars. By measuring
Ca II lines, Carrera (2012) determined the mean ra-
dial velocity of NGC 1798 as 〈Vr〉 = 2 ± 10 km s−1.
They used six member stars in total, consisting of
five RGB stars and one main sequence turn-off star.
Oralhan et al. (2015) analyzed CCD UBVRI pho-
tometric observations of 20 open clusters and ob-
tained their astrophysical parameters. They deter-
mined the reddening, photometric metallicity, dis-
tance modulus, distance, and age of the NGC 1798
as E(B − V ) = 0.47± 0.07 mag, [Fe/H] = −0.50 ±
0.28 dex, (m − M)0 = 12.70 ± 0.04 mag, d =
3.47± 0.06 kpc, and t = 1.78± 0.22 Gyr.

Cantat-Gaudin et al. (2020) used photometric
and astrometric data from the Gaia DR2 (Gaia
collaboration et al. 2018) to determine astrometric
and astrophysical parameters of 2,017 open clusters.
They identified 218 member stars in NGC 1798.
Considering these members they calculated mean
proper-motion components and trigonometric paral-
laxes of the cluster as (µα cos δ, µδ) = (0.913±0.011,
−0.318±0.010) mas yr−1 and $ = 0.178±0.005 mas.
Liu & Pang (2019) used astrometric and photomet-
ric data of 78 member stars of NGC 1798 to calcu-
late the mean proper-motion components, trigono-
metric parallaxes, and age of the cluster as (µα cos δ,
µδ)= (0.903 ± 0.026, −0.400 ± 0.295) mas yr−1,
$ = 0.241± 0.026 mas, and t = 1.7± 0.1 Gyr.

A number of studies explored open clusters using
ground-based telescopes within the scope of spectro-
scopic survey programs (Gilmore et al. 2012; Con-
rad et al. 2014; Maciejewski & Niedzielski 2007; Kos
et al. 2018). Within the context of the APOGEE
survey, Donor et al. (2018) utilized spectral obser-
vations of 259 cluster member stars in 19 open clus-
ters including NGC 1798 and obtained the radial ve-

locity and different metal abundance values of the
stars. Analysing nine member stars in NGC 1798
Donor et al. (2018) determined the mean radial ve-
locity as 〈Vr〉 = 2 ± 1.7 km s−1 and the iron abun-
dance [Fe/H] = −0.18 ± 0.02 dex. Soubiran et
al. (2018) analysed Gaia DR2 spectroscopic data of
four member stars in the cluster and obtained the
mean radial velocity as 〈Vr〉 = 2.60 ± 0.41 km s−1.
Donor et al. (2020) analysed eight cluster mem-
ber stars using APOGEE DR16 spectroscopic data
and calculated the radial velocity and metallicity
of the NGC 1798 as 〈Vr〉 = 2.7 ± 0.8 km s−1 and
[Fe/H] = −0.27± 0.03 dex, respectively. Using Gaia
DR2 data, they determined the mean proper motion
components of the cluster as (µα cos δ, µδ)=(0.83 ±
0.04,−0.31± 0.04) mas yr−1.

2. OBSERVATIONS AND DATA REDUCTIONS

2.1. CCD UBV Photometric Data

The observations of these two clusters, along with
many others, were carried out at the San Pedro Mar-
tir Observatory,6 as part of an ongoing UBVRI pho-
tometric survey of Galactic stellar clusters. The
84-cm (f/15) Ritchey-Chretien telescope was em-
ployed in combination with the Mexman filter wheel.

NGC 1193 was observed on 2013-09-19 with
the ESOPO CCD detector (a 2048 × 2048 13.5-µm
square-pixels E2V CCD42-40 with a gain of
1.65 e−/ADU and a readout noise of 3.8 e− at the
2 × 2 binning employed, providing an unvignetted
field of view of 7.4 × 9.3 arcmin2). Short and long
exposures were taken to properly measure both the
bright and faint stars of the fields. Exposure times
were 2, 12, 120s for both I and R; 6, 30, 200 for V;
30, 100, 700s for B; and 60 and 1800s for U.

NGC 1798 was observed on 2009-11-01 with the
SITE3 detector (a Photometrics 1024× 1024 24-µm
square-pixels with a gain of 1.3 e−/ADU and a read-
out noise of 6.8 e−, giving an unvignetted field of
view of 6.8× 6.8 arcmin2). Exposure times for I and
R were 2, 12 and 120s in duration; 6, 30 and 200s for
V; 30, 100 and 700s for B; and 60 and 1800s for U.

Landolt’s standard stars (Landolt 2009) were also
observed in good sky conditions, at the meridian and
at about two air masses, to properly determine the
atmospheric extinction coefficients. Flat fields were
taken at the beginning and the end of each night
and bias images were obtained between cluster ob-
servations. Data reduction with point spread func-
tion (PSF) photometry was carried out by one of

6https://www.astrossp.unam.mx/en/home/.
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Fig. 1. Identification charts for NGC 1193 (left panel) and NGC 1798 (right panel), taken from the Leicester database
and archive service (LEDAS).

the authors (RM) with the IRAF/DAOPHOT pack-
ages (Stetson 1987) and employing the transforma-
tion equations recommended, in their Appendix B,
by Stetson et al. (2019).

3. DATA ANALYSIS

3.1. Gaia Astrometric and Photometric Data

The (early) third data release of Gaia (here-
after Gaia EDR3, Gaia collaboration et al. 2021)
provides high quality astrometric and photometric
data of nearly 1.5 billion celestial objects. To-
gether with ground-based CCD UBV photometry
we took into account Gaia EDR3 astrometric and
photometric data to perform astrometric, photo-
metric, and kinematic analyses of NGC 1193 and
NGC 1798. We extracted such EDR3 data for all
stars within regions of 20 arcmins about the cen-
tres of each cluster, using the coordinates given by
Cantat-Gaudin et al. (2020) (α = 03h05m56s. 64, δ =
+44◦22

′
58
′′
. 80 for NGC 1193 and α = 05h11m39s. 36,

δ = +47o41
′
27
′′
. 60 for NGC 1798). Thus we reached

9,141 stars within the magnitude range 7 < G <
23 mag for NGC 1193 and 14,834 stars within 8 <
G < 21 mag for NGC 1798, respectively. 20 arcmin
field of view optical images for the two clusters are
presented in Figure 1. To construct photometric and
astrometric catalogues for each cluster, we matched
the UBV data to that from the Gaia EDR3 cata-
logue using stellar equatorial coordinates consider-
ing distances less than 5 arcsec. The mean difference
in distances between the coordinates of stars in the
matched catalogues was ≈ 0.08 arc seconds for both
clusters. Both resulting catalogues contain positions
(α, δ), UBV observational data (apparent V mag-
nitudes, color indices U − B, B − V ), Gaia EDR3

astrometric (µα cos δ, µδ, $) and photometric data
(G, GBP −GRP), and membership probabilities (P )
as calculated in this study (Table 1). Catalogues of
CCD UBV photometric as well as Gaia photomet-
ric and astrometric data for all the detected stars
in the cluster regions are available electronically for
NGC 1193 and NGC 17987. Errors of the UBV and
Gaia EDR3 photometric data were adopted as inter-
nal errors, being the uncertainties in the determina-
tion of the instrumental magnitudes of the stars. We
calculated the mean photometric errors separately as
functions of V and G intervals, listing the results in
Table 2 (on page 338). It can be seen from the table
that the mean internal UBV errors reach 0.08 mag
for stars brighter than V = 20 mag for both clusters.
The mean internal errors of Gaia EDR3 photometry
for stars brighter than G = 21 mag reach 0.011 mag
for NGC 1193 and 0.007 mag for NGC 1798.

To obtain precise astrophysical parameters, we
identified photometric completeness limits for each
cluster. Stars fainter that these limits were not in-
cluded in further analyses. G and V magnitude
histograms were constructed to determine the pho-
tometric completeness limits for each clusters (see
Figure 2). Stellar counts decrease for magnitudes
fainter than G = 20 for both NGC 1193 (Figure 2a)
and NGC 1798 (Figure 2c). Stellar counts decrease
for magnitudes fainter than V = 19 for NGC 1193
(Figure 2b) and NGC 1798 (Figure 2d), indicating
that incompleteness (of stellar recovery) has set in.
Thus, for both clusters, we adopted these values as
the cluster photometric completeness limits.

7The complete tables can be obtained from VizieR elec-
tronically.
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Fig. 2. Interval G and V -band magnitude histograms of NGC 1193 (a, b) and NGC 1798 (c, d): The red arrows show
the faint limiting apparent magnitudes in G and V -bands. The color figure can be viewed online.

TABLE 2

THE MEAN INTERNAL PHOTOMETRIC ERRORS FOR EACH CLUSTER

NGC 1193 NGC 1798

V N σV σU−B σB−V N σV σU−B σB−V

(8, 12] — — — — — — — —
(12, 14] 9 0.017 0.020 0.022 5 0.024 0.047 0.045
(14, 15] 14 0.008 0.012 0.010 5 0.027 0.054 0.038
(15, 16] 22 0.007 0.018 0.010 41 0.021 0.055 0.032
(16, 17] 36 0.011 0.037 0.015 70 0.020 0.070 0.033
(17, 18] 147 0.018 0.065 0.027 114 0.023 0.148 0.037
(18, 19] 177 0.034 0.122 0.057 140 0.045 0.230 0.075
(19, 20] 140 0.075 0.234 0.130 126 0.077 — 0.141
(20, 21] 24 0.145 — 0.244 26 0.136 — 0.242

NGC 1193 NGC 1798

G N σG σGBP−GRP N σG σGBP−GRP

(5, 10] 5 0.003 0.006 6 0.003 0.005
(10, 12] 21 0.003 0.005 32 0.003 0.005
(12, 13] 52 0.003 0.005 59 0.003 0.005
(13, 14] 101 0.003 0.005 125 0.003 0.005
(14, 15] 196 0.003 0.006 315 0.003 0.005
(15, 16] 366 0.003 0.006 630 0.003 0.006
(16, 17] 634 0.003 0.010 1115 0.003 0.009
(17, 18] 1219 0.003 0.019 2026 0.003 0.017
(18, 19] 1588 0.004 0.044 2936 0.003 0.035
(19, 20] 2616 0.005 0.155 3943 0.004 0.075
(20, 21] 2144 0.011 0.232 3647 0.007 0.152
(21, 23] 198 0.027 0.378 — — —
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NGC 1193 AND NGC 1798 339

Fig. 3. Radial density profiles for NGC 1193 (a) and NGC 1798 (b). Errors were derived using the equation of 1/
√
N ,

where N represents the number of stars used in the density estimation. The solid lines represents the optimal King
(1962) profiles. The background density level and its errors are the horizontal grey bands. The King fit uncertainty
(1σ) is shown by the red shaded region. The color figure can be viewed online.

3.2. Structural Parameters of the Clusters

We utilized Radial Density Profile (RDP) anal-
ysis to determine the structural parameters of the
clusters. First, we specified many concentric rings
outwards from the cluster center, using the central
coordinates given by Cantat-Gaudin et al. (2020).
Stellar densities (ρ) were estimated for each ring by
dividing the number of stars within the photomet-
ric completeness limit (G ≤ 20 mag) in it by the
ring area. The resulting RDPs were fitted with King
(1962) models via χ2 minimisation, giving estimates
for the core, limiting, and effective radii of each clus-
ter. The King (1962) model is described as ρ(r) =
fbg + [f0/(1 + (r/rc)

2)] where r is the radius from
the cluster centre, fbg the background density, f0
the central density, and rc the core radius. See Fig-
ure 3 for each cluster’s RDP together with the best
fitting King (1962) model to it. As a result of the
fitting procedure, we inferred central stellar density,
core radius and background stellar density as f0 =
166.865±1.573 stars arcmin−2, rc = 0.526±0.009 ar-
cmin and fbg = 5.225 ± 0.124 stars arcmin−2 for
NGC 1193 and f0 = 53.597 ± 3.789 stars arcmin−2,
rc = 1.190 ± 0.056 arcmin and fbg = 11.318 ±
0.321 stars arcmin−2 for NGC 1798, respectively. At
the r = 8 arcmin limiting radius, the stellar density
becomes similar to the background density (a grey
horizontal line) as seen in Figure 3a (NGC 1193)
and Figure 3b (NGC 1798). Therefore, we con-
cluded that the limiting radii for both clusters are
rlim = 8 arcmin. We considered only the stars inside
these limiting radii in further analyses.

3.3. CMDs and Membership Probabilities of Stars

The membership probabilities (P ) of stars lo-
cated in each of two cluster regions were calcu-
lated applying the Unsupervised Photometric Mem-
bership Assignment in Stellar Cluster program (up-
mask; Krone-Martins & Moitinho 2014). upmask
uses k-means clustering, where k is the number of
clusters, to detect spatially concentrated groups and
identify the most likely cluster members. An in-
teger k-means is not adjusted directly by the user
and the best result from the upmask methodology
is achieved when the k-means value is within 6 to 25
(Krone-Martins & Moitinho 2014; Cantat-Gaudin et
al. 2020). We applied upmask to calculate stellar
membership probabilities by considering each star’s
five-dimensional astrometric parameters from Gaia
EDR3 (Gaia collaboration et al. 2021), which con-
tains equatorial coordinates (α, δ), proper motion
components (µα cos δ, µδ), trigonometric parallaxes
($), and their uncertainties. During application we
scaled these five parameters to unit variance and ran
100 iterations for each clusters to assess cluster mem-
bership. The membership probability of a star is de-
fined by the frequency of the group in which it is clus-
tered. We reached the best results when k was set to
12 for NGC 1193 and 15 for NGC 1798. We identified
as possible cluster members those stars brighter than
G = 20 mag with membership probabilities P ≥ 0.5
that we identified as possible members of clusters.
This led to 735 possible members for NGC 1193 and
1,536 for NGC 1798. Cantat-Gaudin et al. (2020)
give the number of stars brighter than G = 18 mag
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with the membership probabilities P > 0.5 as 215
for NGC 1193 and 218 for NGC 1798. The dissimi-
larity can be explained by lower precision in the as-
trometric Gaia DR2 data compared to Gaia EDR3,
as well as the G magnitude limit of stars used in the
analyses. With the release of Gaia EDR3 data, the
precision of astrometric and photometric measure-
ments increased with respect to Gaia EDR2 data.
For the Gaia EDR3 release the accuracy of trigono-
metric parallaxes increased by 30 percent and the
uncertainties decreased by nearly 40%, the proper
motion accuracy increased by a factor of 2 and the
associated uncertainties improved by a factor ≈ 2.5.
Moreover, the precision of photometric data and ce-
lestial positions are better in terms of homogeneity
(Gaia collaboration et al. 2021).

To take into consideration the impact of binary
stars in the main-sequences of the studied clusters,
we plotted the V × (B − V ) CMDs of the stars
within the cluster limiting radii (rlim) which we had
obtained for the clusters and then fitted the Zero
Age Main-Sequence (ZAMS) of Sung et al. (2013)
to these diagrams. The ZAMS fitting was by eye
according to the stars with the membership proba-
bility P ≥ 0.5 and shifted 0.75 mag towards brighter
magnitudes in order to account for the most likely
cluster binary stars (4a and c). During the ZAMS
fitting we made sure for each cluster that the main-
sequence, turn-off, and giant stars with membership
probabilities P ≥ 0.5 were selected. The process
resulted in 181 likely member stars for NGC 1193
and 161 for NGC 1798 which lie between the fit-
ted ZAMS curves and are located inside the rlim
radii. We used these stars to determine astrophysi-
cal parameters of the two clusters. Figure 4 shows
the V × (B − V ) CMDs with the best fitted ZAMS
(Figures 4a and c) and G × (GBP − GRP) CMDs
(Figures 4b and d) with the background and most
likely member stars. Figure 5 presents histograms of
the number of stars located through the two cluster
fields versus their membership probabilities. Vector-
Point Diagrams (VPDs) were plotted for the stars
within the limiting radii and are shown as Figure 6.
It can be seen from the figure that NGC 1193 (Fig-
ure 6a) and NGC 1798 (Figure 6b) are affected by
field stars but with the membership selection crite-
ria, the ‘most likely’ cluster stars (shown as the color-
scaled points in Figure 6) can be separated from
field stars (grey dots in Figure 6). The mean proper
motion components of the most likely cluster mem-
bers are (µα cos δ, µδ) =(−0.207 ± 0.009,−0.431 ±
0.008) for NGC 1193 and (µα cos δ, µδ) = (0.793 ±
0.006,−0.373 ± 0.005) mas yr−1 for NGC 1798.

Moreover, using these members we obtained
mean trigonometric parallaxes of NGC 1193 and
NGC 1798 as $Gaia = 0.191±0.157 mas and $Gaia =
0.203± 0.099 mas, respectively.

4. ASTROPHYSICAL PARAMETERS OF THE
CLUSTERS

We summarize in this section the processes we
performed to determine the astrophysical parame-
ters of NGC 1193 and NGC 1798 (for detailed de-
scriptions on the methodology see Yontan et al. 2015,
2019, 2021; Ak et al. 2016; Bilir et al. 2006, 2010,
2016; Bostancı et al. 2015, 2018; Banks et al. 2020;
Akbulut et al. 2021; Koç et al. 2022). Color ex-
cesses and metallicities of the clusters were derived
using two-color diagrams (TCDs), whereas we ob-
tained distance moduli and ages individually by fit-
ting theoretical models on CMDs.

4.1. Reddening

The E(U − B) and E(B − V ) color excesses
for NGC 1193 and NGC 1798 were derived using
(U − B) × (B − V ) TCDs. We selected the main-
sequence stars for which simultaneous U , B, and V
magnitudes were available, as well as with member-
ship probabilities P ≥ 0.5. As shown in Figure 7,
we constructed TCDs for these stars and compared
their positions by fitting the solar metallicity de-
reddened ZAMS of Sung et al. (2013). The ZAMS
was fitted according to the equation E(U − B) =
0.72 × E(B − V ) + 0.05 × E(B − V )2 (Garcia et
al. 1988) by applying χ2 optimisation with steps of
0.001 mag. The best solutions for E(B − V ) and
E(U−B) values are those corresponding to the min-
imum χ2, being E(B − V ) = 0.150 ± 0.037 mag for
NGC 1193 and E(B − V ) = 0.505 ± 0.100 mag for
NGC 1798. The errors of color excesses are deter-
mined as ±1σ deviations, and are presented as the
green lines in Figure 7. When we compared the red-
dening estimated for NGC 1193, we concluded that
it is in a good agreement within the errors with the
values (0.10 ≤ E(B−V ) ≤ 0.19 mag) given by differ-
ent authors (Kaluzny 1988; Tadross 2005; Kyeong et
al. 2008). For NGC 1798, our finding result is com-
patible with the values given by Park & Lee (1999,
E(B − V ) = 0.51 ± 0.04 mag) and Oralhan et al.
(2015, E(B − V ) = 0.47± 0.07 mag).

4.2. Metallicities

The determination of photometric metallici-
ties of the two clusters employed the method
given by Karaali et al. (2003a,b, 2011). This
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NGC 1193 AND NGC 1798 341

Fig. 4. V × (B− V ) and G× (GBP −GRP) CMDs of NGC 1193 (a, b) and NGC 1798 (c, d). The blue dot-dashed lines
represent the ZAMS (Sung et al. 2013) including the binary star effect. The membership probabilities of stars that lie
within the fitted ZAMS are shown with different colors according to the color scales shown to the right of the figure.
These member stars are located within rlim = 8 arcmin of the cluster centres calculated for NGC 1193 and NGC 1798.
Grey dots indicate low probability members (P < 0.5), or field stars (P = 0). The color figure can be viewed online.

method is based on F and G type main-
sequence stars and their UV-excesses as well as
on stars whose color index range correspond to
0.3 ≤ (B − V )0 ≤ 0.6 mag (Eker et al. 2018, 2020).
We selected F-G type main-sequence stars within

the range 0.3 ≤ (B − V )0 ≤ 0.6 mag after calculat-
ing the intrinsic (B−V )0 and (U −B)0 colors of the
most likely cluster member (P ≥ 0.5) stars. To de-
termine the difference between the (U−B)0 color in-
dices of cluster stars and the Hyades main sequence
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Fig. 5. Histograms of the membership probabilities for
NGC 1193 (a) and NGC 1798 (b). The red colored shad-
ing denotes the stars that lie within the main-sequence
band and effective cluster radii (rlim ≤ 8′), while the
white colored bars indicate the membership probabilities
of all stars in each cluster’s direction. The color figure
can be viewed online.

which corresponds to the same (B − V )0 color in-
dices, we constructed (U − B)0 × (B − V )0 TCDs.
This difference between cluster and Hyades stars is
defined as the UV-excess which is expressed by the
equation of δ = (U−B)0,H−(U−B)0,S, where H and
S denote the Hyades and cluster stars respectively,
which implies the same (B − V )0 color indices. By
calibrating (B− V )0 of stars to (B− V )0 = 0.6 mag
(i.e., δ0.6) we normalised the UV excess and plotted
the histogram of normalised δ0.6 values. To calculate
the mean δ0.6, we fitted a Gaussian to the distribu-
tion. Taking into account the Gaussian peak, the
photometric metallicities of the studied clusters are
obtained from the equation given by Karaali et al.
(2011):

[Fe/H] = −14.316(1.919)δ20.6 − 3.557(0.285)δ0.6

+0.105(0.039). (1)

We identified 12 and 7 F-G type main-sequence
stars to calculate the photometric metallicity of
NGC 1193 and NGC 1798, respectively. TCDs and
the distributions of normalised δ0.6 UV excesses for
two clusters are shown in Figure 8. The calcu-
lated mean δ0.6 values of NGC 1193 and NGC 1798
are 0.085±0.010 mag and 0.068±0.011 mag, respec-

tively. The photometric metallicity [Fe/H] value for
NGC 1193 is [Fe/H] = −0.30 ± 0.06 dex and for
NGC 1798 it is [Fe/H] = −0.20 ± 0.07 dex, which
correspond to their peak values in the δ0.6 distribu-
tion.

The [Fe/H] metallicities were transformed to the
mass fraction Z to derive ages of the clusters. For
this, the analytic equations of Bovy8,9 for parsec
(Bressan et al. 2012) models were used, namely:

zx = 10
[Fe/H]+log

(
z�

1−0.248−2.78×z�

)
, (2)

and

z =
(zx − 0.2485× zx)

(2.78× zx + 1)
. (3)

z and zx are the elements heavier than helium and
the intermediate operation function, respectively. z�
is the solar metallicity which was adopted as 0.0152
(Bressan et al. 2012). We calculated z = 0.008 for
NGC 1193 and z = 0.010 for NGC 1798.

Many authors obtained spectroscopic metallici-
ties of NGC 1193 and NGC 1798 based on ground-
based observations, as listed in Table 3. Photometric
metallicities calculated in this study are well sup-
ported by the spectroscopic studies presented in the
literature. We conclude that our metallicity findings
are reliable. Thus, we adopted our results for the
determination of distance moduli and age.

4.3. Distance Moduli and Age Estimation

We used parsec isochrones (Bressan et al. 2012),
which contain UBV filters as well as Gaia pass-
bands, to obtain the distance moduli and ages of the
studied clusters simultaneously. To do this, we se-
lected the parsec models considering the mass frac-
tions (z) estimated for each cluster and compared
them to the V ×(U−B), V ×(B−V ), and G×(GBP−
GRP) CMDs according to member stars (P ≥ 0.5).
Selected isochrones were fitted to CMDs visually by
attaching importance to ‘most likely’ member stars
which make up the main-sequence, turn-off and gi-
ant regions of each cluster. During the fitting pro-
cess of parsec models to the UBV data, we used the
E(B − V ) values derived above by this study, while
for the Gaia EDR3 data we considered the equation
of E(GBP − GRP) = 1.41 × E(B − V ) (Sun et al.
2021). We obtained the error of the distance mod-
uli and distances using the relation given by Car-
raro et al. (2017). We fitted two more isochrones

8https://github.com/jobovy/isodist/blob/master/

isodist/Isochrone.py.
9The equations are given in lines between 199 and 207 in

the code.
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NGC 1193 AND NGC 1798 343

Fig. 6. VPDs of NGC 1193 (a) and NGC 1798 (b). Colored dots identify the membership probabilities of the most likely
cluster members according to the color scale shown on the right. The zoomed box in the panels represents the region
of condensation for both clusters in the VPD. Dashed lines are the intersection of the mean proper motion values. The
color figure can be viewed online.

Fig. 7. Two-color diagrams of the most probable member main-sequence stars in the regions of NGC 1193 (a) and
NGC 1798 (b). Red dashed and green solid curves represent the reddened ZAMS given by Sung et al. (2013) and ±1σ
standard deviations, respectively. The color figure can be viewed online.

to estimate age uncertainties considering the spread
of the most likely member stars in the turn-off and
sub-giant regions of the cluster. The ages of such
selected isochrones give the higher and lower accept-
able values for the estimated cluster ages. The best
fit with z = 0.008 gave the distance moduli and age

of NGC 1193 as µ = 14.191 ± 0.149 mag and t =
4.6±1.0 Gyr. For NGC 1798, the best fit of z = 0.010
gave these values as µ = 14.808 ± 0.332 mag and
t = 1.3 ± 0.2 Gyr, respectively. The distances of
the clusters corresponding to the estimated distance
moduli are also diso = 5562± 381 pc for NGC 1193
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Fig. 8. Two-color diagrams (upper panels) and the distributions of normalised δ0.6 (lower panels) for NGC 1193 (a) and
NGC 1798 (b). The solid blue lines in the upper and lower panels represent the main-sequence of Hyades and Gaussian
models which were fitted to the histograms, respectively. The color figure can be viewed online.

and diso = 4451± 728 pc for NGC 1798. The V ×
(U −B), V × (B−V ), and G× (GBP−GRP) CMDs
with the best fit isochrones and associated errors are
shown in Figure 9.

The isochrone-based distance for NGC 1193 as
estimated by this study is compatible with the re-
sult given by Tadross (2005, d = 5.25 ± 0.24 kpc).
As well, the estimated age of the cluster is in a good
agreement with the value of Kyeong et al. (2008,
t = 5.0± 1.3 Gyr). For NGC 1798, the derived dis-
tance matches well within the errors with the result
of Park & Lee (1999, d = 4.2 ± 0.3 kpc). The age
of the cluster is coherent with the findings given by
Park & Lee (1999, t = 1.4± 0.2 Gyr) and Maciejew-
ski & Niedzielski (2007, t = 1.6 Gyr).

Applying the linear equation of $ (mas) =
1000/d (pc), we converted isochrone distances to
trigonometric parallaxes for the two clusters. This
indicated that the parallax distances of NGC 1193
and NGC 1798 are $iso = 0.180 ± 0.012 mas and
$iso = 0.225 ± 0.037 mas, respectively. It is con-

cluded that these values are in good agreement with
the Gaia EDR3 trigonometric parallax distances for
both clusters.

5. KINEMATICS AND GALACTIC ORBIT
PARAMETERS OF CLUSTERS

The MWPotential2014 (Bovy 2015) algo-
rithm, one of the potential functions defined
in galpy (the galactic dynamics library, Bovy
201510), was applied to calculate the space veloc-
ity components and galactic orbital parameters for
NGC 1193 and NGC 1798. The algorithm as-
sumes an axisymmetric potential for the Milky Way
galaxy. We adopted the galactocentric distance
to be RGC = 8 kpc, the Solar circular velocity of
Vrot = 220 km s−1 (Bovy 2015; Bovy & Tremaine
2012), and the Solar distance from the galactic plane
as 27± 4 pc (Chen et al. 2000). Since the MWPo-
tential2014 code comprises bulge, disk, and halo

10See also https://galpy.readthedocs.io/en/v1.5.0/
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TABLE 3

METALLICITIES CALCULATED FOR TWO CLUSTERS. N IS THE NUMBER OF MEMBER STARS
USED IN THE ANALYSES

NGC 1193 NGC 1798

〈[Fe/H]〉 (dex) N Survey/Catalog/Telescope Ref 〈[Fe/H]〉 (dex) N Survey/Catalog/Telescope Ref

−0.51± 0.09 4 KPNO (01) −0.18± 0.02 4 KPNO (10)

−0.22± 0.14 2 HET (02) −0.165 4 KPNO (11)

−0.17± 0.13 1 HET (03) −0.18± 0.01 4 KPNO (06)

−0.22± 0.01 1 PASTEL (04) −0.294 4 KPNO (12)

−0.17 1 HET (05) −0.34± 0.01 4 KPNO (13)

−0.25± 0.01 2 APOGEE DR14 (06) −0.200± 0.006 4 KPNO (14)

−0.34± 0.01 3 APOGEE DR16 (07) −0.30± 0.02 4 KPNO (15)

−0.320± 0.012 1 GALAH DR3 (08) −0.27± 0.03 4 KPNO (07)

−0.30± 0.06 12 SPMO (09) −0.267± 0.007 4 KPNO (08)

−0.20± 0.07 7 SPMO (09)

(01) Friel et al. (2002), (02) Friel, Jacobson, & Pilachowski (2010), (03) Jacobson & Friel (2013), (04) Heiter
et al. (2014), (05) Overbeek, Friel, & Jacobson (2016), (06) Carrera et al. (2019), (07) Donor et al. (2020),
(08) Spina et al. (2021), (09) This study, (10) Donor et al. (2018), (11) Ting, Hawkins, & Rix (2018), (12)

Ting & Rix (2019), (13) Hasselquist et al. (2020), (14) Sit & Ness (2020), (15) Olney et al. (2020).

potentials of the Milky Way, we assumed that it well
represents the Galaxy.

Bovy (2015) defined the bulge component as a
spherical power law density profile, given as follows:

ρ(r) = A
(r1
r

)α
exp

[
−
(
r

rc

)2
]
, (4)

where r1 is the present reference radius, rc the cut-off
radius, A the amplitude that is applied to the poten-
tial in mass density units, and α is the inner power.
We adopted the potential presented by Miyamoto &
Nagai (1975) for the galactic disk component:

Φdisk(RGC, Z) = − GMd√
R2

GC +
(
ad +

√
Z2 + b2d

)2 .
(5)

RGC is the distance from the galactic center, Z the
vertical distance from the galactic plane, G the uni-
versal gravitational constant, Md the mass of the
galactic disk, and ad and bd are the scale-length and
scale-height of the disk, respectively.

The potential for the halo component was ob-
tained by Navarro et al. (1996) as:

Φhalo(r) = −GMs

RGC
ln

(
1 +

RGC

rs

)
, (6)

where Ms is the mass of the dark matter halo of the
Milky Way and rs is its radius.

To determine the spacial velocities and galactic
orbit parameters of NGC 1193 and NGC 1798, we
used the equatorial coordinates, proper motion com-
ponents, distances, and radial velocity data with
their uncertainties in the calculations. These val-
ues are listed in Table 4. We performed kinematic
and dynamic analyses with 1 Myr steps over a 3.5
Gyr integration time. We considered the proper
motion components and distances of the two clus-
ters as derived by this study (see § 3.3), while for
the radial velocities we used the data of Donor et
al. (2020) who gave 〈Vr〉 = −84.7 ± 0.2 km s−1

for NGC 1193 and 〈Vr〉 = 2.7 ± 0.8 km s−1 for
NGC 1798. As a result, we obtained for both clus-
ters estimates of apogalactic distance Ra, perigalac-
tic distance Rp, eccentricity e, maximum vertical dis-
tance from galactic plane Zmax, galactic space veloc-
ity components (U , V , W ), and orbital period T .
These estimates are listed in Table 4. The space
velocity components (U, V,W ) were calculated as
(70.95± 0.16,−47.62± 0.10, 5.56± 0.59) km s−1 for
NGC 1193 and (−7.18 ± 1.50,−14.64 ± 2.27, 9.13 ±
1.69) km s−1 for NGC 1798. In their study based
on Gaia DR2 astrometric data (Gaia collaboration
et al. 2018), Soubiran et al. (2018) derived the space
velocity components for NGC 1193 as (U, V,W ) =
(68.84 ± 0.53, −46.77 ± 0.54, 9.00 ± 0.65) km s−1

and for NGC 1798 as (U, V,W ) = (7.50 ± 0.41,
−16.63 ± 0.50, 12.85 ± 0.39) km s−1. These re-
sults are in good agreement with the values cal-
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TABLE 4

FUNDAMENTAL PARAMETERS OF NGC 1193 AND NGC 1798

Parameter NGC 1193 NGC 1798

(α, δ)J2000 (Sexagesimal) 03:05:56.64, +44:22:58.80 05:11:39.36, +47:41:27.60

(l, b)J2000 (Decimal) 146.8143, −12.1624 160.7043, +04.8500

f0 (stars arcmin−2) 166.865 ± 1.573 53.597 ± 3.789

rc (arcmin) 0.526 ± 0.009 1.190 ± 0.057

fbg (stars arcmin−2) 5.225 ± 0.124 11.318 ± 0.321

rlim (arcmin) 8 8

r (pc) 12.95 10.36

µα cos δ (mas yr−1) −0.207 ± 0.009 0.793 ± 0.006

µδ (mas yr−1) −0.431 ± 0.008 −0.373 ± 0.005

Cluster members (P ≥ 0.5) 181 161

$ (mas) 0.191 ± 0.157 0.203 ± 0.099

E(B − V ) (mag) 0.150 ± 0.037 0.505 ± 0.100

E(U −B) (mag) 0.109 ± 0.027 0.376 ± 0.073

AV (mag) 0.465 ± 0.084 1.566 ± 0.310

[Fe/H] (dex) −0.30 ± 0.06 −0.20 ± 0.07

Age (Gyr) 4.6 ± 1.0 1.3 ± 0.2

Distance modulus (mag) 14.191 ± 0.149 14.808 ± 0.332

Isochrone distance (pc) 5562 ± 381 4451 ± 728

(X,Y, Z)� (pc) (−4550, 2976, 1172) (−4186, 1466, 376)

RGC (kpc) 12.90 12.27

PDMF slope −1.38 ± 2.16 −1.30 ± 0.21

ULSR (km/s) 79.78 ± 0.29 1.65 ± 1.51

VLSR (km/s) −33.43 ± 0.35 −0.45 ± 2.30

WLSR (km/s) 12.13 ± 0.62 15.70 ± 1.70

SLSR (km/s) 87.35 ± 0.77 15.79 ± 3.23

Ra (kpc) 14.44 ± 0.34 14.11 ± 0.30

Rp (kpc) 10.80 ± 0.43 11.72 ± 0.50

zmax (pc) 1342 ± 77 725 ± 148

e 0.144 ± 0.008 0.092 ± 0.011

T (Myr) 370 ± 12 381 ± 23

Birthplace (kpc) 10.86 11.82

culated in the study. The correction to the local
standard of rest (LSR), given by Coşkunoǧlu et al.
(2011) as (U, V,W ) = (8.83 ± 0.24, 14.19 ± 0.34,
6.57±0.21) km s−1, was applied to the space velocity
components. The derived LSR corrected space ve-
locity components are (U, V,W )LSR = (79.78± 0.29,
−33.43 ± 0.35, 12.13 ± 0.62) km s−1 for NGC 1193
and (U, V,W )LSR = (1.65±1.51,−0.45±2.30, 15.70±
1.70) km s−1 for NGC 1798. Moreover, the space ve-
locities of NGC 1193 were calculated to be 87.35 ±
0.77 km s−1 and 15.79± 3.23 km s−1 for NGC 1798.

Considering the space velocity components of
stars in different Galactic populations, Schuster et
al. (2012) divided the stars into thin disk (−50 <
VLSR km/s), thick disk (−180 < VLSR ≤ −50 km/s)
and halo (VLSR ≤ 180 km/s) groups. Figure 10
shows the positions of the clusters according to the
Schuster et al. (2012)’s kinematic criteria. Accord-
ing to these criteria, the open clusters NGC 1193

and NGC 1798 appear to be members of the thick
disk and thin disk populations, respectively. Con-
sidering the metal abundance range of NGC 1193
(−0.51 ≤ [Fe/H] ≤ −0.17 dex, see Table 3), it is
concluded that the cluster belongs to the metal-rich
side of the thick-disk population.

Figure 11 presents the orbits of NGC 1193 (Fig-
ure 11a) and NGC 1798 (Figure 11c) as functions
of distance from the galactic center and the galactic
plane (Z×RGC and RGC×t). The birth and present-
day locations for the two clusters are marked with
yellow triangles and circles in sub-figures 11b and
11d. Figures 11a and 11c show that both of the
clusters entirely orbit outside the solar circle. The
orbital eccentricities of NGC 1193 and NGC 1798
are smaller than 0.15, thus their orbits are close to
circular. The results of orbital integrations imply
that NGC 1193 reaches its maximum vertical dis-
tance from the galactic plane at Zmax = 1342±77 pc
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Fig. 9. CMDs for the NGC 1193 (Panels a, b, and c) and NGC 1798 (Panels d, e, and f). The differently colored dots
represent the membership probabilities according to the color scales shown on the right side of the diagrams. Grey dots
indicate low probability members (P < 0.5), or field stars (P = 0). The blue lines show the parsec isochrones, while
the shaded areas surrounding these lines are their associated errors. The color figure can be viewed online.

with an orbital period T = 370 ± 12 Myr, and
these values correspond to Zmax = 725 ± 148 pc
and T = 381 ± 23 Myr for NGC 1798. Consider-
ing the age values determined in this study for the
clusters, we ran the galpy program backwards in
time and examined the resulting birth–places. The
program indicated that the birth-place radial dis-
tances are 10.86 kpc and 11.82 kpc for NGC 1193
and NGC 1798, respectively, meaning that the clus-
ters were born in the metal-poor region outside the
solar circle.

6. LUMINOSITY AND PRESENT-DAY MASS
FUNCTIONS

The distribution of stars according to their
brightness is defined as the luminosity function (LF).
We used Gaia EDR3 photometric data to determine
LFs for the two clusters. For this, main-sequence
stars located inside the 8 arcmin limiting radii, as de-
rived above, were selected for the two clusters. The
magnitude ranges of the chosen stars are within the
17.25 ≤ G ≤ 20 mag for NGC 1193 and 16.5 ≤ G ≤
20 mag for NGC 1798. We converted the G mag-
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Fig. 10. Toomre diagram for NGC 1193 and NGC 1798. Blue, pink and yellow regions show thin disk, thick disk and
halo populations, respectively. The color figure can be viewed online.

Fig. 11. The galactic orbits and birth radii of NGC 1193 (a,b) and NGC 1798 (c,d) in the Z×RGC and RGC× t planes.
The filled yellow circles and triangles show the present day and birth positions, respectively. Red arrows are the motion
vectors of OCs. The color figure can be viewed online.

nitudes of the selected stars to absolute magnitudes
with the equation MG = G−5×log d+5+AG, where
G is the apparent magnitude and d the distance de-
rived earlier in this study. AG is the extinction for G

magnitudes and is represented by AG = 0.84 × AV
(Sun et al. 2021) (here AV is the extinction for
V magnitudes). This led to the absolute magnitude
ranges being limited within the 2.5 < MG < 5.5 and
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Fig. 12. The luminosity functions of NGC 1193 (a) and
NGC 1798 (b). The histograms show the absolute mag-
nitudes of the main-sequence stars belonging to the clus-
ters. The color figure can be viewed online.

0.5 < MG < 4.5 mag for NGC 1193 and NGC 1798,
respectively. We constructed LF histograms with the
step-size 0.5 mag, as shown as Figure 12 for both
clusters.

To convert these LFs to present day mass func-
tions (PDMFs) we employed the parsec isochrones
(Bressan et al. 2012), which give the ages and metal
abundances (z) of the clusters. We utilized a high de-
gree polynomial equation between G-band absolute
magnitudes and masses of theoretical main-sequence
stars. The resulting absolute magnitude-mass rela-
tion was used to transform the observational abso-
lute G band magnitudes to masses. The number,
mass range, and mean mass of main-sequence stars
that resulted are 212, 0.85 ≤ M/M� ≤ 1.2, and
0.99M� for NGC 1193, and 226, 1.1 ≤ M/M� ≤ 2,
and 1.53 M� for NGC 1798. The mass function
PDMF can be approximated by a power law defined
as by Salpeter (1955):

log(
dN

dM
) = −(1 + Γ)× log(M) + constant. (7)

Here dN is the number of stars in a mass bin of width
dM with a central mass M and Γ being the slope of
the PDMF. We estimated the slope of the PDMF
in both clusters for apparent G ≤ 20 mag, which

Fig. 13. Present-day mass functions of NGC 1193 (a)
and NGC 1798 (b) derived from all samples (red circle).
The blue and dashed lines represent the mass functions
of the open clusters and Salpeter (1955)’s mass function,
respectively. The purple dashed lines show ±1σ predic-
tion levels. The color figure can be viewed online.

corresponds to stars more massive than 0.85 M� in
NGC 1193 and 1.1M� for NGC 1798. The resulting
PDMFs with the best fits are presented in Figure 13.
We calculated the slope values to be Γ = 1.38± 2.16
for NGC 1193 and as Γ = 1.30± 0.21 for NGC 1798.
Since the NGC 1193 cluster is about 5.5 kpc from
the Sun, the magnitudes of the main-sequence stars
are within a narrow range. This causes the mass
range of the main-sequence stars to be limited and
the distribution of the mass function to show a large
scatter. While the PDMF of the NGC 1193 is com-
patible with Salpeter (1955)’s result of Γ = 1.35, the
error of the PDMF is large. This situation is differ-
ent for NGC 1798. Considering the value and error
of the PDMF for NGC 1798, it is in agreement with
Salpeter’s result.

7. SUMMARY AND CONCLUSION

We performed photometric, astrometric, and
kinematic studies of two old age open clusters,
NGC 1193 and NGC 1798, using CCD UBV and
Gaia EDR3 data. We examined the cluster struc-
ture, obtaining basic astrophysical parameters as
well as properties of galactic orbits for two clusters.
Outcomes of the study are listed in Table 4 and sum-
marised as follows:
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1. Performing the RDP analyses, we determined
the limiting radii rlim = 8 arcmin for both clus-
ters. This value corresponds to limiting radii
of 12.95 pc and 10.36 pc for NGC 1193 and
NGC 1798, respectively. We considered the
stars within these limiting radii as potential
cluster members and restricted subsequent anal-
ysis to this set of stars.

2. The calculation of membership probabilities of
stars was made using the upmask program to-
gether with a five-dimensional parameter space
containing the stars’ proper motion compo-
nents, trigonometric parallaxes, and their un-
certainties. We considered the stars with prob-
abilities P ≥ 0.5 to be cluster members. Addi-
tionally we adopted two more criteria to clarify
cluster membership:

(a) binary star contamination in the clus-
ter main-sequences which was inter-
preted by the de-reddened ZAMS fitted
to V × (B − V ) CMDs with a shift of
+0.75 mag in the V band, and

(b) within the limiting radii determined in the
study (as per step 1).

Consequently, we selected the stars inside
the clusters’ limiting radii, within best-fitting
ZAMS and with the membership probability
P ≥ 0.5 as ‘real’ members of two clusters. Thus
we identified 361 and 428 stars as most likely
members of NGC 1193 and NGC 1798, respec-
tively.

3. The reddening and photometric metallicities
of the two clusters were derived separately
using CCD UBV TCDs. The reddening
analyses were performed by fitting de-reddened
ZAMS to main sequence member stars.
Photometric metallicity was based on the
comparison of F-G type main sequence mem-
bers with the Hyades main-sequence. The
reddening and photometric metallicity for
NGC 1193 are E(B − V ) = 0.150± 0.037 mag
and [Fe/H]=−0.30 ± 0.06 dex, respectively.
The corresponding values for NGC 1798
are E(B − V ) = 0.505± 0.100 mag and
[Fe/H]=−0.20± 0.07 dex.

4. The distance moduli, distance, and
age of the NGC 1193 were derived as
µV = 14.191± 0.149 mag, d = 5562 ± 381 pc,
and t = 4.6 ± 1 Gyr, respectively. Similarly

µV = 14.808 ± 0.332 mag, d = 4451 ± 728 pc,
and t = 1.3 ± 0.2 Gyr were calculated for
NGC 1798. These results were obtained by
simultaneously fitting parsec isochrones on
the UBV and Gaia EDR3 photometric CMDs
utilizing the most likely member stars according
to reddening and metallicities derived in the
study.

5. Mean proper motion components were cal-
culated as (µα cos δ, µδ) = (−0.207± 0.009,
−0.431 ± 0.008) mas yr−1 for NGC 1193
as well as (µα cos δ, µδ) = (0.793± 0.006,
−0.373± 0.005) mas yr−1 for NGC 1798.

6. We estimated mean trigonometric parallaxes
using Gaia EDR3 data of most likely mem-
bers for two clusters. The results are
$Gaia = 0.191± 0.157 mas for NGC 1193 and
$Gaia = 0.203 ± 0.099 mas for NGC 1798. We
also converted isochrones distances to trigono-
metric parallaxes by applying the linear equa-
tion $ (mas) = 1000/d (pc) and found $iso =
0.180 ± 0.012 mas for NGC 1193 and $iso =
0.225±0.037 mas for NGC 1798. For both clus-
ters our derived trigonometric parallaxes values
calculated from isochrone fitting distances are
well supported by the values determined from
Gaia EDR3 trigonometric parallaxes of member
stars.

7. Space velocities and galactic orbital parameters
show that NGC 1193 belongs to the thick-disk
population, whereas NGC 1798 is a member of
the thin-disk population. Moreover, both clus-
ters orbit completely outside the solar circle.

8. We found that NGC 1193 and NGC 1798 were
born outside the solar circle with the birth radii
of 10.86 and 11.82 kpc from the Galactic cen-
ter, respectively. These birth radii indicate the
metal-poor formation region and support the
metallicities calculated in the study for the two
clusters.

9. Present day mass function slopes of
Γ = 1.38± 2.16 and Γ = 1.30 ± 0.21 were
derived for NGC 1193 and NGC 1798, respec-
tively. While the results for two clusters are
in good agreement with the value of Salpeter
(1955), that for NGC 1193 possesses a large
uncertainty. We concluded that because
of its distance, the main-sequence stars of
NGC 1193 are limited within a narrow range of
magnitudes.
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Coşkunoǧlu, B., Ak S., Bilir, S., et al. 2011, MNRAS,
412, 1237, https://doi.org/10.1111/j.1365-2966.
2010.17983.x

Donor, J., Frinchaboy, P. M., Cunha, K., et al.
2018, AJ, 156, 142, https://doi.org/10.3847/

1538-3881/aad635

Donor, J., Frinchaboy, P. M., Cunha, K., et al.
2020, AJ, 159, 199, https://doi.org/10.3847/

1538-3881/ab77bc

Dreyer, J. L. E. 1888, MmRAS, 49, 1
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ABSTRACT

The aim of this work is to study both light curve and orbital phase spec-
troscopy of Cen X-3 taking advantage of the MAXI/GSC observation strategy.
These studies allow delimiting the stellar wind properties and its interactions with
the compact object. From the analysis of the light curve, we have estimated the
orbital period of the binary system and also found possible QPOs around a super-
orbital period of Psuperorb = 220± 5 days. Both orbital phase-averaged and phase-
resolved spectra were extracted and analysed in the 2.0–20.0 keV energy range. Two
models have described spectra satisfactorily, a partial absorbed Comptonization of
cool photons on hot electrons plus a power law, and a partial absorbed blackbody
plus a power law, both modified by adding Gaussian lines. The high value of the
X-ray luminosity in the averaged spectrum indicates that the accretion mode is not
only due to the stellar wind.

RESUMEN

Se pretende estudiar la curva de luz y la espectroscoṕıa en fase orbital de
Cen X-3 gracias a la estrategia de observación de MAXI/GSC. Estos estudios per-
miten delimitar las propiedades del viento estelar y sus interacciones con el objeto
compacto. Por medio de este análisis hemos estimado el peŕıodo orbital del sis-
tema y hemos encontrado posibles QPOs alrededor de un superpeŕıodo orbital de
Psuperorb = 220± 5 d́ıas. Hemos extráıdo y analizado los espectros medio y en fase
orbital en el intervalo 2.0–20.0 keV por medio de dos modelos: una comptonización
parcialmente absorbida de fotones fŕıos en electrones calientes más una ley de po-
tencias y un cuerpo negro parcialmente absorbido más una ley de potencias, ambos
modificados por ĺıneas Gaussianas. El alto valor de la luminosidad del espectro
medio indica un modo de acreción no debido solamente al viento estelar.

Key Words: pulsars: individual: Cen X–3 — stars: supergiants — X-rays: binaries

1. INTRODUCTION

Cen X-3 is an eclipsing high-mass X-ray binary
system formed by an O-type donor star and a neu-
tron star. Its complex X-ray behaviour makes both
its temporal and spectral analysis extremely impor-
tant to better understand its properties. So far, it is
the only high-mass X-ray binary (HMXB) system in
the Milky Way where mass transfer onto a neutron
star occurs directly from the surface of the donor star
(via Roche lobe overflow). The source was discovered
in 1967 (Chodil et al. 1967) and Krzeminski (1974)
estimated the distance as ≈ 8 kpc. The distance to
Cen X-3 obtained from the European Space Agency

1Department of Physics, Systems Engineering and Signal
Theory, University of Alicante, 03080 Alicante, Spain.

2University Institute of Physics Applied to Sciences and
Technologies, University of Alicante, 03080 Alicante, Spain.

(ESA) mission Gaia3 Early Data Release 3 (GEDR3)
is d(kpc) = 6.8+0.6

−0.5. It has been derived by using
the parallax measure, the source’s G-band magni-
tude and BP-RP colour (Bailer-Jones et al. 2021),
called by them “photogeometric” distance.

It consists of a neutron star (NS) and a giant
star O6–8 III companion called V779 Cen (Hutch-
ings et al. 1979) with mass ≈20 M� (van der Meer
et al. 2007) and radius ≈12 R� (Naik et al. 2011).
Rawls et al. (2011) calculated the NS mass by us-
ing a Monte Carlo method and assuming a Roche
lobe filling factor between 0.9 and 1.0, MNS =
(1.35±0.15) M�. However, applying another tech-
nique based on eclipsing light curve analysis and in-
cluding an accretion disc around the NS, they de-

3https://www.cosmos.esa.int/gaia
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rived a final mass for this system of (1.49±0.08) M�.
The binary orbit is almost circular, eccentricity
e < 0.0016 (Bildsten et al. 1997), with an orbital pe-
riod of ≈2.1 days, determined from regular X-ray
eclipses (Schreier et al. 1972).

The observed average high X-ray emission
≈ 1037 erg s−1 compared to that observed in wind-
fed accreting systems ≈ 1036 erg s−1 (Mart́ınez-
Núñez et al. 2017; Kretschmar et al. 2019) suggests
additional structures in the NS environment. Stud-
ies of the light curve of Cen X-3 (Tjemkes et al.
1986) and the observed overall NS spin-up trend of
1.135 ms yr−1 with fluctuations on time scales of
years (Tsunemi et al. 1996), together with the de-
tection of quasi periodic oscillations (QPOs) from
the source (Takeshima et al. 1991; Raichur & Paul
2008b) showed evidences of an accretion disk, due to
Roche lobe overflow. Other structures such as an ad-
ditional gas stream or an accretion wake might also
be present in the accretion scenario in this source
(Stevens 1988; Suchy et al. 2008).

Thus, variability of model parameters along the
orbital phase allow us not only to investigate the
characteristics of the circumstellar matter around
the NS but also to trace permanent wind structures.
Many authors have reported on the iron emission
lines of Cen X-3 (Ebisawa et al. 1996; Iaria et al.
2005; Naik & Paul 2012; Rodes et al. 2017; Aftab
et al. 2019) around the orbital period. Although
MAXI was able to detect the Fe Kα, it cannot re-
solve it properly. However, changes in the central
energy of the iron line with the orbital phase pointed
to a coexistence of two iron lines at different energies
(Rodes et al. 2017). Therefore, by using ASCA de-
scription of the iron emission lines of Cen X-3 we fit-
ted three Gaussian profiles to the MAXI/GSC data,
fixing some of the line parameters to estimate their
equivalent widths.

In this paper we present the spectroscopic and
light curve analysis of Cen X-3 observed with MAXI .
MAXI/GSC data covers the entire orbit and extends
over more than six years. Orbital phase-averaged
and phase-resolved spectroscopy were performed ap-
plying several models in the 2–20 keV energy range.
Observations and data reduction are described in § 2,
timing analysis is presented in § 3, orbital phase-
averaged spectrum and orbital phase-resolved spec-
tra results are discussed in § 4, and § 5 contains the
summary of the main findings.

2. OBSERVATIONS AND DATA

MAXI is an X-ray monitor on board the Interna-
tional Space Station (ISS) since August 2009 (Mat-

TABLE 1

EPHEMERIS DATA USED FOR TIMING
CALCULATIONS

T0,ecl (MJD) 50506.788423 ± 0.000007

Porb (d) 2.08704106 ± 0.00000003 *

Ṗorb/Porb (10−6 yr−1) −1.800 ± 0.001

*Falanga et al. 2015.

suoka et al. 2009). Every ≈ 92 minutes it scans al-
most the entire sky in each ISS orbit, observing a
particular source for about 40 –150 s (Sugizaki et al.
2011) depending on the position of the object. It
consists of two types of X-ray slit cameras, the Gas
Slit Camera (GSC, Mihara et al. 2011) in the 2.0–
20.0 keV, and the Solid-state Slit Camera (SSC, To-
mida et al. 2011) operating in the 0.7–7.0 keV energy
range. The in-orbit performance of GSC and SSC is
presented in Sugizaki et al. (2011) and Tsunemi et al.
(2010), respectively.

3. TIMING ANALYSIS

Firstly, we have extracted the MAXI/GSC on-
demand light curves of Cen X-3 with a time reso-
lution of one ISS orbit in five energy bands, 2.0–
20.0, 2.0–4.0, 4.0–10.0, 10.0–20.0 and 5.7–7.5 keV.
To analyse the light curves we used Python and the
Starlink software package4.

Secondly, we have used the Lomb-Scargle
technique (Press & Rybicki 1989) to deter-
mine the orbital period from the original
light curve 2.0–20.0 keV and have obtained
Porb = 2.0870± 0.0005 days (Figure 2), which is
comparable to that obtained by Nagase et al. (1992),
Raichur & Paul (2010), Falanga et al. (2015) or
Rodes et al. (2017). The errors in the periods were
estimated using the Peaks tool inside the time-series
analysis package Period in Starlink. The effect
of the barycentric correction on the light curves
was found to be negligible and did not need to
be taken into consideration. Then, we folded the
light curves with the best orbital period to produce
energy-resolved orbital intensity profiles using the
ephemeris from Falanga et al. (2015). In Table 1
we compiled the ephemeris data used for timing
calculations.

As a sample, the resulting orbital light curve be-
tween 10.0–20.0 keV is plotted in Figure 1 where
the strongest changes are observed as the NS in-
gresses and egresses from eclipse. We defined ten
orbital phase bins corresponding to phase intervals

4http://starlink.eao.hawaii.edu/starlink.
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Fig. 1. Background subtracted light curve in
10.0–20.0 keV energy range. The color figure can be
viewed online.
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Fig. 2. Lomb-Scargle periodogram of the 2.0–20.0 keV
light curve. The color figure can be viewed online.

[0.0–0.1] (post-egress), [0.1–0.2], [0.2–0.3], [0.3–0.4],
[0.4–0.5], [0.5–0.6], [0.6–0.73] (pre-ingress), [0.73–
0.77] (ingress), [0.77–0.96] (which corresponds to the
total eclipse) and [0.96–1.0] (egress).

Another two maximum peaks were present in
the Lomb-Scargle periodogram. The first one with
a power of 430.03 corresponds to a period of
220± 5 days, which might be consistent with the
superorbital period of 93.3–435.1 days reported by
Sugimoto et al. (2014). The second one with a power
of 422.48 corresponds to a period of ≈ 1.04 days,
which is a harmonic of the orbital period. In ad-
dition, around the superorbital period, there are a
few more peaks that can be interpreted as QPOs
(Figure 3), as also pointed out by Raichur & Paul
(2008a), Raichur & Paul (2008b), Takeshima et al.
(1991) and Priedhorsky & Terrell (1983).
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Fig. 3. Zoom of the QPOs in the original 2.0–20.0 keV
light curve. The color figure can be viewed online.

It is expected that HMXBs show strong absorp-
tion at low energies (below 4 keV), complex iron
emission lines between 6.4 keV and 7.2 keV and an
energy cutoff at high energies (greater than 10 keV).
In order to analyse the light curves variability the
MAXI/GSC energy range (2.0–20.0 keV) has been
divided into 2.0–4.0 keV (low energy), 4.0–10.0 keV
(medium energy), 5.7–7.5 keV (iron complex emis-
sion lines) and 10.0–20.0 keV (high energy) bands.
Therefore, we have calculated the hardness ratio de-
fined as H/S, where H are the net counts in the hard
band and S are those obtained in the soft band, be-
tween the light curves: (5.7–7.5 keV) / (2.0–4.0 keV),
(4.0–10.0 keV) / (5.7–7.5 keV),
(10.0–20.0 keV) / (5.7–7.5 keV),
(10.0–20.0 keV) / (2.0–4.0 keV),
(10.0–20.0 keV) / (4.0–10.0 keV) and
(4.0–10.0 keV) / (2.0–4.0 keV).
From the folded light curve, the hardness ratio mea-
surements obtained for each pointing along the or-
bit had large error bars. Therefore, they were aver-
aged over 150 points and the uncertainties were es-
timated using error propagation. The overall profile
shape was quite similar and consistent with a con-
stant value, so we could not identify any morphology
or tendency (see Figure 4, top panel). Figure 4, bot-
tom panel, shows the hardness ratio using a weighted
average over 150 bins. The hardness ratio is consis-
tent with a constant (HR ≈ 0.75) for the out of
eclipse indicating there is no significant change in
the spectral shape. On the other hand, during the
eclipse the brightness of Cen X-3 is also consistent
with a constant value (HR ≈ 0.3) but 2.5 times lower
than out of eclipse. Both the drop in brightness at
eclipse ingress and the rise in brightness at eclipse
egress are quite sharp.
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Fig. 4. Hardness ratio H/S = (4.0 − 10.0 keV)/(2.0 − 4.0 keV). Top panel : using simple average. Bottom panel : using
weighted average. The color figure can be viewed online.
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Fig. 5. Hardness curve (H − S)/(H + S) using weighted
average, where H = 4.0−10.0 keV and S = 2.0−4.0 keV
energy bands. The color figure can be viewed online.

The process to obtain the hardness curves
(H − S)/(H + S) is the same used to calculate H/S,
where H = 4.0–10.0 keV and S = 2.0–4.0 keV (Fig-
ure 5). The general trend of the hardness curve is
very similar to that of the hardness ratio, although
the decrease and increase before and after the eclipse
is smoother. Moreover, as can be seen in Figures 14

(equation 2) and 15 (equation 5) it is consistent with
the behaviour of the unabsorbed flux variation.

During an orbital period of Cen X-3, MAXI/GSC
can perform up to 33 observations of the object (an
example is shown in Figure 6). However, for indi-
vidual point X-ray sources, the MAXI/GSC detec-
tor has very short exposures of about 60 s fifteen
times a day which is not long enough to extract or-
bital phase-resolved spectra. As a consequence, it is
necessary to accumulate observations in each orbital
phase to obtain spectra with a good signal-to-noise
ratio.

4. SPECTRAL ANALYSIS

4.1. Orbital Phase Averaged Spectrum

We have extracted the orbital phase aver-
aged spectrum of Cen X-3 (see Figure 7) with
MAXI/GSC using the MAXI on-demand process-
ing5, carefully excluding any contamination by
nearby brighter sources. For spectral analysis we
used the XSPEC fitting package, released as a part
of XANADU in the HEASoft tools. We tested
both phenomenological and physical models com-
monly applied to accreting X-ray pulsars and re-
binned all extracted spectra to obtain spectral bins
by Gaussian distribution.

5http://maxi.riken.jp/mxondem
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Fig. 6. Light curve in 2.0–20.0 keV energy range for an
orbital period of Cen X-3. The color figure can be viewed
online.

Absorbed Comptonisation models have been suc-
cessfully applied to HMXBs in the 2.0–20.0 keV en-
ergy range covered by MAXI/GSC, such as Vela X-1
(Doroshenko et al. 2013), 4U 1538-52 (Rodes-Roca
et al. 2015) and Cen X-3 (Rodes et al. 2017). We
started to describe the orbital phase-averaged spec-
trum using a simple partial absorbed Comptonisa-
tion model modified by a Gaussian absorption line
at ≈5 keV to compensate the incompleteness of the
MAXI/GSC response (Nakahira private communi-
cation). An iron fluorescence emission line present
in the spectrum is modelled with a Gaussian compo-
nent, Fe Kα at 6.4 keV. This model is described by
equation (1).

F (E) = pcfabs×gabs×compST +Gaussian line (1)

where, in terms of XSPEC, pcfabs is a partial cov-
ering fraction absorption that affects only a fraction
f of the model component multiplied by it, gabs is
the Gaussian absorption line component, compST
is the Comptonisation of cool photons on hot elec-
trons (Sunyaev & Titarchuk 1980), and the Gaus-
sian line is added to describe the Fe Kα line. The
absorption cross sections were taken from Verner
& Yakovlev (1995) and the abundances were set to
those of Wilms et al. (2000).

Although this model describes the averaged spec-
tra between 2.0–20.0 keV well (χ2

r = 1.09), it cannot
offer a good statistical and/or physical solution for
all orbital phase-resolved spectra. For example, fit-
ting the eclipse spectrum, i.e. when the direct X-ray
emission is totally blocked by the companion, we ob-
tained that the covering fraction factor was f ≈ 0.
Model parameters were also not well constrained. As
the aim was to satisfactorily describe both the aver-
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Fig. 7. Orbital phase averaged spectrum of Cen X-3 in
the 2.0–20.0 keV band. Top panel : data and best-fit
model described by equation (2). Bottom panel : residu-
als between the spectrum and the model. The resulting
fit parameters are reported in Table 2. The color figure
can be viewed online.

aged spectrum and the orbital phase-resolved spec-
tra with the same model, it was decided to reject
it.

Recently, Aftab et al. (2019) and Sanjurjo-
Ferŕın et al. (2021) carried out spectral analysis of
XMM-Newton data in the eclipse and out-of-eclipse
phases in the energy band (0.8–10.0 keV). They ob-
tained best fits by combining blackbody and power-
law components and used them to describe both
eclipse and out-of-eclipse spectra. In addition, Woj-
dowski et al. (2001) argued that the stellar wind in
the system is smooth and concluded that the wind
is most likely driven by X-ray heating of the illu-
minated surface of the companion star as proposed
by Day & Stevens (1993). Compared to previous
studies, thanks to MAXI/GSC’s observation strat-
egy, a large number of complete orbits have been
observed and divided into 10 orbital phase intervals.
According to the previous discussion, finally, models
including either a blackbody component (bbody in
XSPEC) or a Comptonisation component (compST
in XSPEC) have been combined to describe the av-
erage spectrum.

Interstellar medium (ISM) absorption and local
absorption components have been included by means
of a partial covering fraction defined through the
parameter C. The tbnew6 component is a recent
version of the Tübingen-Boulder absorption model
which updates the absorption cross sections and
abundances (Wilms et al. 2000); the gabs factor has
been described above; po is a simple photon power

6https://pulsar.sternwarte.uni-erlangen.de/wilms/

research/tbabs/
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TABLE 2

BEST-FIT MODEL PARAMETERS FOR THE
AVERAGED SPECTRUMa

Component Parameter Value

P.c.f. C 0.71 ± 0.08

tbnew N1
H [1022 atoms cm−2] 19+4

−3

N2
H [1022 atoms cm−2] 2.5 +0.6

−0.5

gabs E[keV] 5.12 ± 0.05

σ [keV] 0.02 (frozen)

line depth 0.7 +1.2
−0.4

Power law Photon index Γ 2.16±0.15

norm [keV−1 s−1 cm−2] 0.44 +0.14
−0.11

bbody kT [keV] 3.46 ± 0.04

norm [L39/D
2
10] 0.0171+0.0021

−0.0018

Fe Kα Line E [keV] 6.42 (frozen)

σ [keV] 0.01 (frozen)

EW [keV] 0.023 ± 0.004

norm [10−4 ph s−1 cm−2] 8.0±1.3

Fe XXV Line E [keV] 6.69 (frozen)

σ [keV] 0.01 (frozen)

EW [keV] 0.025 ± 0.004

norm [10−4 ph s−1 cm−2] 8.4±1.3

Fe XXVI Line E [keV] 6.99 (frozen)

σ [keV] 0.01 (frozen)

EW [keV] 0.017±0.004

norm [10−4 ph s−1 cm−2] 5.2±1.3

χ2
r χ2/(d.o.f.) = 115/106 = 1.1

aParameters for equation (2). P.c.f. is the partial cov-
ering fraction. EW represents the equivalent width of
the emission line. Uncertainties are given at the 90%
(∆χ2 = 2.71) confidence limit and d.o.f is degrees of
freedom.

law consisting of a dimensionless photon index (Γ)
and the normalisation constant (K ), the spectral
photons keV−1 cm−2 s−1 at 1 keV; bbody corre-
sponds to a blackbody model whose parameters in-
clude the temperature kTbb in keV and the normal-
isation norm, defined as L39/D

2
10, where L39 is the

source luminosity in units of 1039 erg s−1 and D2
10 is

the distance to the source in units of 10 kpc. This
model is given by equation (2).

F (E) = (C × tbnew + (1− C)× tbnew) [gabs ×
(po + bbody + GL)], (2)

where GL represents the Gaussian functions added
to account for the emission lines. Here, parameters

derived from ASCA data by Ebisawa et al. (1996)
were used to describe the Fe Kα complex.

Fitted parameters for the continuum model are
listed in Table 2 where it is also included the equiva-
lent width (EW) of the Gaussian emission lines. Fig-
ure 7 shows the data, the best-fit model described by
equation (2), and residuals as the difference between
observed flux and model flux divided by the uncer-
tainty of the observed flux.

Since the surface luminosity of a blackbody only
depends on its temperature, it is possible to calculate
the radius of the emitting region, Rbb, by using the
expression:

Rbb(km) = 3.04× 104
D
√
Fbb

T 2
bb

, (3)

where D is the distance to the source in kpc, Fbb

is the unabsorbed flux in erg s−1 cm−2 in the en-
ergy range 2.0–20.0 keV, Tbb the temperature in
keV. Taking into account the distance to the source
given by GAIA (E)DR3 d(kpc) = 6.8+0.6

−0.5, and an

unabsorbed flux of (1.7+0.5
−0.4) × 10−9 erg s−1cm−2 in

the MAXI/GSC energy band, from equation (3) we
found a radius of the emitting surface of Rbb =
0.71+0.19

−0.16 km. If we assume thermal emission from
the NS polar cap, this radius may be consistent with
the expected size (also compatible with Sanjurjo-
Ferŕın et al. 2021).

The intrinsic bolometric X-ray luminosity is a
key parameter to infer the stellar wind parameters
and the details of the accretion processes. It is usu-
ally estimated from the measured X-ray flux of the
source by using equation (4). Although the accre-
tion flow is not expected to be as isotropic as the
stellar wind, here, it is assumed that the system
is emitting isotropically. A few cautions should be
kept in mind when using this assumption: in accret-
ing neutron stars, the bulk of the x-rays are pro-
duced in the accretion columns near the two mag-
netic poles; the emission profiles of these regions are
not well known; the bolometric flux is measured on
a small energy band and derived from phenomeno-
logical rather than physically justified models (see
Mart́ınez-Núñez et al. (2017) for a review of stellar
winds from massive stars).

LX = 4πD2 fno abs, (4)

where LX is the X-ray luminosity, D is the dis-
tance to the source and fno abs is the unab-
sorbed flux in the 2.0–20.0 keV energy band.
We obtained LX = (1.9+1.0

−0.8) × 1037 erg s−1,

fno abs = (3.5+1.1
−0.9)× 10−9 erg s−1cm−2, indicating
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Fig. 8. Orbital phase averaged spectra of Cen X-3 in the
2.0–20.0 keV band. Top panel : data and best-fit model(
equation (5)

)
. Bottom panel : residuals between the

spectrum and the model. The resulting fit parameters
are reported in Table 3. The color figure can be viewed
online.

that the accretion mode is not only due to the stellar
wind (> 1036 erg s−1) but should also be enhanced
by disk accretion or gas stream accretion.

From the bbody normalization, L39/D
2
10, a value

of 0.04+0.09
−0.08 is derived, which is consistent with the

experimental result if we take into account the un-
certainties of the parameters.

Another model has been also tested by replacing
the blackbody by a Comptonisation model, main-
taining the rest of the components unchanged. This
model is described by equation (5).

F (E) = (C × tbnew + (1− C)× tbnew) [gabs×
(po + compST + GL)]. (5)

Best-fit model parameters are listed in Ta-
ble 3 and Figure 8 shows the averaged spectrum.
From the model, the inferred unabsorbed flux was
(3+6
−1)× 10−9 erg s−1cm−2 in the MAXI/GSC en-

ergy band, corresponding to an X-ray luminosity of
LX = (2+3

−1) × 1037 erg s−1 which agrees completely
with the previous result.

The Comptonisation parameter
y = kTτ2/(mec

2), where k is the Boltzmann
constant, T is the temperature, τ is the optical
depth, me is the electron mass and c is the light
speed, determines the efficiency of the Comptonisa-
tion process (Titarchuk 1994; Prat et al. 2008), and
its value from the averaged spectrum y = 2.7+0.2

−0.3
indicates an efficient process that corresponds to a
moderate accretion rate.

The iron fluorescence emission line shows an in-
teresting evolution along the orbital phase: it is

TABLE 3

BEST-FIT MODEL PARAMETERS FOR THE
AVERAGED SPECTRUMa

Component Parameter Value

P.c.f. C 0.80+0.09
−0.08

tbnew N1
H [1022 atoms cm−2] 15+4

−3

N2
H [1022 atoms cm−2] 1.9+1.2

−0.8

gabs E[keV] 5.12±0.05

σ [keV] 0.02 (frozen)

line depth 0.5+0.8
−0.3

Power law Γ 2.6+0.8
−0.5

norm [keV−1 s−1 cm−2] 0.3+0.5
−0.1

compST kT [keV] 3.935±0.009

τ 18.6 +0.8
−1.0

norm 0.08 +0.03
−0.02

Fe Kα Line E [keV] 6.42 (frozen)

σ [keV] 0.01 (frozen)

EW [keV] 0.035±0.004

norm [10−3 ph s−1 cm−2] 1.05±0.11

Fe XXV Line E [keV] 6.69 (frozen)

σ [keV] 0.01 (frozen)

EW [keV] 0.016±0.004

norm [10−4 ph s−1 cm−2] 4.8±1.1

Fe XXVI Line E [keV] 6.99 (frozen)

σ [keV] 0.01 (frozen)

EW [keV] 0.021±0.004

norm [10−4 ph s−1 cm−2] 5.2±1.1

χ2
r χ2/(d.o.f.) = 112/105 = 1.1

aParameters for equation (5). P.c.f. is the partial cov-
ering fraction. EW represents the equivalent width of
the emission line. Uncertainties are given at the 90%
confidence limit and d.o.f is degrees of freedom.

centred at 6.4 keV out-of-eclipse but it is shifted
to 6.7 keV at the ingress suggesting the coexis-
tence of two iron lines at different energies (Rodes
et al. 2017). Sensitive X-ray observatories such
as ASCA and XMM-Newton have detected and re-
solved the Fe complex in Cen X-3 (Ebisawa et al.
1996; Sanjurjo-Ferŕın et al. 2021, respectively). In
contrast, MAXI/GSC is not able to resolve it and
therefore the values obtained for these lines by Ebi-
sawa et al. (1996) have been used to fit them. For
this purpose, all their parameters except the line in-
tensities were fixed (see Tables 2 and 3). The line
flux ratio [Fe XXVI]/[Fe XXV] can be used to esti-
mate the ionisation state of the emitting plasma.
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Fig. 9. Orbital phase averaged, high states and low states
spectra of Cen X-3 in the 2.0–20.0 keV band. Top panel :
Data and best-fit models

(
defined by equation (2)

)
. Bot-

tom panel : residuals for the model. The resulting fit pa-
rameters are reported in Table 4. The color figure can
be viewed online.

The results obtained in the averaged spectrum for
both models were 0.6±0.3 (equation 2) and 1.1±0.5
(equation 5), respectively. Assuming that this pro-
cedure is an approximation of the ionisation state of
the system, these average values point to a highly
ionised plasma with log ξ ≈ (3.4− 3.8), according to
the ionisation parameter calculated by Ebisawa et al.
(1996, their Figure 8, upper panel).

Since the partial covering fraction modifies the
continuum at low energies, two hydrogen column
components were applied: one to describe the ISM
towards the system, N2

H , and the other to describe
the ISM plus local absorption, N1

H . The mean value
of the Galactic column density of hydrogen NH,tot
in the direction of Cen X-3 is 1.16 × 1022 cm−2

(Willingale et al. 2013). Valencic & Smith (2015)
reported an ISM absorption towards this source of
(1.6 ± 0.3) × 1022 cm−2. The column N2

H derived
from both models are compatible taking into account
its uncertainties.

4.2. Orbital Phase Averaged, High and Low States
Spectra with MAXI/GSC

As a consequence of the large variability of the
light curve, high and low states have been defined.
Thus, the good time intervals (GTIs) of both states
have been identified in the energy range 2.0–20.0 keV
and their respective averaged spectra have been ex-
tracted. In this analysis, we fitted the high and low
states spectra with the same models as we used in the
orbital phase-averaged spectrum, except that only a
single Gaussian has been included here. The fits are
shown in Figures 9 and 10; meanwhile, the best-fit
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Fig. 10. Orbital phase averaged, high states and low
states spectra of Cen X-3 in the 2.0–20.0 keV band.
Top panel : Data and best-fit models

(
defined by equa-

tion (5)
)
. Bottom panel : residuals for the model. The

resulting fit parameters are reported in Table 5. The
color figure can be viewed online.

model parameters are listed in Tables 4 (equation 2)
and 5 (equation 5).

To determine the periods of high and low ac-
tivity we established a number of counts greater
than ≈ 0.5 photons s−1 cm−2 and less than
≈ 0.3 photons s−1 cm−2, respectively. Then, more
than 100 bins (one bin ≈ 0.1 MJD) were accu-
mulated to calculate the low-activity intervals and
grouped 10 bins by 10 bins for the high-activity
events.

The unabsorbed fluxes of the orbital phase-
averaged, high and low activity spectra in units of
erg s−1cm−2 are (1.72±0.03)×10−9, (4.1+1.3

−1.0)×10−9

and (5.4+1.5
−1.2)× 10−10, respectively. For such fluxes,

the radius of the blackbody emitting area is found
Rbb = 0.71+0.07

−0.06 km (averaged spectra), Rbb =

1.6 ± 0.5 km (high states) and Rbb = 0.36+0.12
−0.10 km

(low states). All values are on the order of 1 to 2 km
which is compatible with a hot spot on the NS sur-
face (Sanjurjo-Ferŕın et al. 2021).

Using the definition of the bbody normalization,
L39/D

2
10, we have derived its value in the three spec-

tra: 0.04+0.08
−0.07 (averaged spectra), 0.1 ± 0.3 (high

states) and 0.009+0.019
−0.016 (low states). These values

are consistent with the experimental ones, taking the
uncertainties into account (see Table 4).

The Comptonisation parameter y (see Table 6)
shows an efficient process that corresponds to a mod-
erate accretion rate if we take into account the un-
certainties.
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TABLE 4

BEST-FIT MODEL PARAMETERS FOR THE
AVERAGED, HIGH STATES AND LOW STATES

SPECTRAa

Component Parameter Value

P.c.f. C 0.809 ± 0.003

tbnew N1
H [1022 atoms cm−2] 18.8 ± 0.6

N2
H [1022 atoms cm−2] 2.57 ± 0.07

gabs E[keV] 5.12 (frozen)

σ [keV] 0.02 (frozen)

line depth 0.7 (frozen)

Power law Γ 2.184±0.009

norm [keV−1 s−1 cm−2] 0.405± 0.006

bbody kT [keV] 3.4628±0.0023

norm [L39/D
2
10] 0.01527±0.00014

Fe Kα Line E [keV] 6.67±0.05

σ [keV] 0.28+0.07
−0.08

EW [keV] 0.070±0.004

norm [10−3 ph s−1 cm−2] 1.98 ± 0.12

χ2
r χ2/(d.o.f.) = 115/108 = 1.1

P.c.f. C 0.800 ± 0.003

tbnew N1
H [1022 atoms cm−2] 63+17

−11

N2
H [1022 atoms cm−2] 6.9±0.5

gabs E[keV] 5.12 (frozen)

σ [keV] 0.02 (frozen)

line depth 0.7 (frozen)

Power law Γ 2.65+0.22
−0.21

norm [keV−1 s−1 cm−2] 3.8+1.2
−0.9

bbody kT [keV] 2.87+0.09
−0.18

norm [L39/D
2
10] 0.033±0.004

χ2
r χ2/(d.o.f.) = 452/351 = 1.3

During the high state, when LX is close to
1038 erg s−1, the Fe Kα is not present in the spec-
trum. Moreover, the EW of the Fe Kα is three times
higher during the low states than that in the aver-
aged spectra. These facts suggest that the strong
x-ray radiation may mask the possible presence of
iron emission lines.

The unabsorbed flux is found to vary with a sim-
ilar trend for both models. In fact, the X-ray lu-
minosity is the same, taking the uncertainties into
account (see Table 6, Column 2 corresponds to equa-
tion 2 and Column 3 corresponds to equation 5). On
the one hand, it indicates (for averaged spectra and
high states) that the accretion mode is not only due
to the stellar wind (> 1036 erg s−1) but should also
be enhanced by disk accretion or gas stream accre-
tion. On the other hand, the luminosity indicates
that the accretion mode in low states spectra is due

TABLE 4 (CONTINUED)
BEST-FIT MODEL PARAMETERS FOR THE

AVERAGED, HIGH STATES AND LOW STATES
SPECTRAa

Component Parameter Value

P.c.f. C 0.80±0.03

tbnew N1
H [1022 atoms cm−2] 18+7

−5

N2
H [1022 atoms cm−2] 1.4+0.9

−0.7

gabs E[keV] 5.12 (frozen)

σ [keV] 0.02 (frozen)

line depth 0.69 (frozen)

Power law Γ 2.55±0.18

norm [keV−1 s−1 cm−2] 0.071+0.020
−0.016

bbody kT [keV] 3.67+0.18
−0.17

norm [L39/D
2
10] 0.0050+0.0004

−0.0003

Fe Kα Line E [keV] 6.31±0.10

σ [keV] 0.22+0.19
−0.22

EW [keV] 0.22 ± 0.04

norm [10−3 ph s−1 cm−2] 1.6±0.3

χ2
r χ2/(d.o.f.) = 206/220 = 0.9

aParameters for equation (2). P.c.f. is the partial cov-
ering fraction. EW represents the equivalent width of
the emission line. Uncertainties are given at the 90%
confidence limit and d.o.f is degrees of freedom.

to stellar wind. Therefore, the difference in X-ray
luminosity between the high and low states can be
attributed to a decrease in the accretion rate rather
than an overall rise in absorption.

Tables 7 and 8 show the unabsorbed flux and the
luminosity of each model component (equations 2
and 5, respectively) as well as the total unabsorbed
fluxes and luminosities whose values agree with those
given in Table 6.

4.3. Orbital Phase-Resolved Spectra with
MAXI/GSC

Previous studies following this direction of analy-
sis have been performed in one or two orbits (Nagase
et al. 1992; Suchy et al. 2008) or over shorter orbital
phases (Ebisawa et al. 1996; Audley et al. 1996; Woj-
dowski et al. 2001; Aftab et al. 2019; Sanjurjo-Ferŕın
et al. 2021). We have obtained orbital phase-resolved
spectra of the HMXB pulsar Cen X-3, accumulating
the 60 s duration scans into ten orbital phase bins
covering entirely its orbit (Rodes-Roca et al. 2015).

Based on the results from § 4.1, we fitted the or-
bital phase-resolved spectra with the same two mod-
els as we used in the orbital phase-averaged spec-
trum. Both models gave acceptable fits to observa-
tional data and the results are shown in Figures 11
and 12 for selected orbital phase-resolved spectra.
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TABLE 5

BEST-FIT MODEL PARAMETERS FOR THE
AVERAGED, HIGH STATES AND LOW STATES

SPECTRAa

Component Parameter Value

P.c.f. C 0.813±0.004

tbnew N1
H [1022 atoms cm−2] 15.9±0.5

N2
H [1022 atoms cm−2] 2.22±0.08

gabs E[keV] 5.12 (frozen)

σ [keV] 0.02 (frozen)

line depth 0.5 (frozen)

Power law Γ 2.612±0.023

norm [keV−1 s−1 cm−2] 0.323±0.011

compST kT [keV] 3.90±0.04

τ 19.26+0.24
−0.23

norm 0.0709±0.0013

Fe Kα Line E [keV] 6.65 ±0.04

σ [keV] 0.28±0.07

EW [keV] 0.074±0.004

norm [10−3 ph s−1 cm−2] 2.04±0.12

χ2
r χ2/(d.o.f.) = 111/107 = 1.0

P.c.f. C 0.840+0.012
−0.011

tbnew N1
H [1022 atoms cm−2] 66+4

−3

N2
H [1022 atoms cm−2] 6.87+0.12

−0.11

gabs E[keV] 5.12 (frozen)

σ [keV] 0.02 (frozen)

line depth 0.5 (frozen)

Power law Γ 2.603±0.012

norm [keV−1 s−1 cm−2] 3.42±0.07

compST kT [keV] 2.85±0.05

τ 48+8
−6

norm 0.023+0.006
−0.005

χ2
r χ2/(d.o.f.) = 452/350 = 1.3

The degeneracy between the properties of the ac-
cretion rate and the physical parameters of the NS
in all available models produces a certain degree of
degeneracy between fit parameters. The behaviour
of different parameters of the model described by
equation (5) towards eclipse suggests degeneracies
between them. To better explore the photon in-
dex variation, we constrained its value to the in-
terval obtained between orbital phase 0.0 to 0.6,
i.e. 1.90 < Γ < 2.85, and fitted the spectra of
pre-ingress, ingress, eclipse and egress orbital phases
again. The errors were obtained with the error task,
provided by XSPEC, and with propagation of un-
certainties. The new values obtained by this proce-
dure differed only slightly from the previous values
within errors. However, the photon index was not

TABLE 5 (CONTINUED)
BEST-FIT MODEL PARAMETERS FOR THE

AVERAGED, HIGH STATES AND LOW STATES
SPECTRAa

Component Parameter Value

P.c.f. C 0.80+0.04
−0.03

tbnew N1
H [1022 atoms cm−2] 18+7

−5

N2
H [1022 atoms cm−2] 1.1+0.9

−0.7

gabs E[keV] 5.12 (frozen)

σ [keV] 0.02 (frozen)

line depth 0.5 (frozen)

Power law Γ 2.37±0.17

norm [keV−1 s−1 cm−2] 0.055+0.015
−0.012

compST kT [keV] 3.7±0.3

τ 43+22
−9

norm 0.0026+0.0014
−0.0013

Fe Kα Line E [keV] 6.31±0.10

σ [keV] 0.22+0.17
−0.22

EW [keV] 0.22±0.03

norm [10−3 ph s−1 cm−2] 1.61±0.23

χ2
r χ2/(d.o.f.) = 206/219 = 0.9

aParameters for equation (5). P.c.f. is the partial cov-
ering fraction. EW represents the equivalent width of
the emission line. Uncertainties are given at the 90%
confidence limit and d.o.f is degrees of freedom.
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Fig. 11. Orbital phase-resolved spectra of Cen X-3 in
the 2.0–20.0 keV band. Top panel : Selected spectra and
best-fit models

(
defined by equation (2)

)
. Bottom panel :

residuals for the model. The color figure can be viewed
online.

well constrained and exhibited relatively large er-
rors. Our results are marked with open blue circles
in Figures 14- 18 and 20, where filled red squares
represent the initial parameter values. The possible
degeneracy between the spectral photon index Γ and
absorption spectral parameters is known. Therefore,
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TABLE 6

X-RAY LUMINOSITY (1037 ERG S−1) AND COMPTONISATION PARAMETER

Orbital phase Lx (equation 2) Lx (equation 5) y = k T τ2/(me c
2)

Averaged 1.9+0.4
−0.3 1.9+0.4

−0.3 2.83± 0.10

High states 6± 3 6.3+1.3
−1.0 13+5

−3
Low states 0.40+0.18

−0.15 0.40+0.18
−0.14 13+15

−7

TABLE 7

UNABSORBED FLUX (10−9 ERG S−1 CM−2)
AND LUMINOSITY (1037 ERG S−1)*

Component Unabs. flux Lx

(equation 2) (equation 2)

Power law 1.72±0.03 0.95+0.19
−0.15

bbody 1.72±0.03 0.95+0.19
−0.15

Fe Kα 0.0343±0.0005 0.019+0.004
−0.003

Total 3.47±0.06 1.9+0.4
−0.3

Power law 7.3+2.3
−1.7 4.1±2.0

bbody 4.1+1.3
−1.0 2.2+1.1

−0.9

Total 11+4
−3 6±3

Power law 0.16±0.04 0.09+0.04
−0.03

bbody 0.54+0.15
−0.12 0.30+0.14

−0.11

Fe Kα 0.026+0.007
−0.006 0.014+0.007

−0.005

Total 0.73+0.20
−0.17 0.40+0.19

−0.15

*For the model components for the averaged, high states
and low states spectra.

TABLE 8

UNABSORBED FLUX (10−9 ERG S−1 CM−2)
AND LUMINOSITY (1037 ERG S−1)*

Component Unabs. flux Lx

(equation 5) (equation 5)

Power law 0.676±0.023 0.37+0.08
−0.07

compST 2.67±0.09 1.5±0.3

Fe Kα 0.0353±0.0012 0.020+0.004
−0.003

Total 3.38±0.11 1.9±0.4

Power law 7.49±0.15 4.2+0.8
−0.7

compST 3.94±0.08 2.2±0.4

Total 11.43±0.23 6.4+1.2
−1.1

Power law 0.17+0.05
−0.04 0.09+0.04

−0.03

compST 0.52+0.14
−0.11 0.29+0.13

−0.10

Fe Kα 0.026+0.007
−0.006 0.014+0.007

−0.005

Total 0.72+0.20
−0.17 0.39+0.18

−0.14

*For the model components for the averaged, high states
and low states spectra.
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Fig. 12. Orbital phase-resolved spectra of Cen X-3 in
the 2.0–20.0 keV band. Top panel : Selected spectra and
best-fit models

(
defined by equation (5)

)
. Bottom panel :

residuals for the model. The color figure can be viewed
online.

we produced χ2 contour plots of Γ and N1
H for both

models (see Figure 13). It is clear from this figure
that the value of N1

H is moderately correlated to that
of Γ as expected. However, the narrow energy band
of MAXI/GSC as well as the observational mode
makes it extremely difficult to remove this degener-
acy through spectral fitting. In the following, we dis-
cuss the orbital phase spectral variation of the model
parameters described by equations (2) and (5).

In Figures 14–18 and 20–21, we show the evo-
lution of the relevant parameters of both models
throughout orbital phase. The temperature of the
blackbody is almost constant, decreasing drastically
in the eclipse and increasing in the eclipse-egress.
That implies that the emission zone of this compo-
nent should be large. The normalisation of the black-
body component shows a smooth decrease, which
could be compatible with a constant value, reach-
ing the minimum value at eclipse (Figure 14). The
radius of the emission zone is of the order of 1 to
3 km whereas in eclipse it is about 9 ± 3 km (Fig-
ure 14). This fact could suggest soft X-ray reflection
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Fig. 13. The ellipses are χ2-contours for two parameters (N1
H and Γ). The contours are 68%, 90% and 99% confidence

levels for two interesting parameters. Top panel : averaged spectrum fitted by equation (2). Bottom panel : averaged
spectrum fitted by equation (5). The color figure can be viewed online.

from the inner accretion disk region and agree with
that reported by Sanjurjo-Ferŕın et al. (2021).

When the neutron star is embedded into the stel-
lar wind of the donor, the hydrogen column density
shows a modulation along the orbit. Therefore, be-
sides the interstellar medium absorption component
(consistent with a constant value), we also allowed
for the presence of a local absorber, modulated by
a partial covering fraction that acts as a proxy for
some features of the stellar wind of the donor star or
the surroundings of the compact object.

For the model defined by equation (2), the nor-
malisation of the power law decreases smoothly dur-
ing out-of-eclipse before reaching a minimum dur-
ing pre-eclipse, eclipse and eclipse-egress (Figure 14).
The power-law photon index is rather stable during
all orbital phases (Γ ≈ 2.1), but it drops to ≈ 1.3 in
the eclipse-egress ([0.96-1.0]) (Figure 20, top panel).

For the model defined by equation (5), the nor-
malisation of the power law (Figure 15) shows a
similar pattern to that of the photon index (Fig-
ure 20, fourth panel), showing a flat behaviour out-
of-eclipse, increasing as ingress takes place and de-
creasing at egress. Apparently, the evolution along
the orbit of the power-law parameters seems to be

different. However, if the range of photon index is
constrained, the values obtained with the new fits be-
come consistent with each other taking into account
the uncertainties. This would suggest that there is
a certain degree of degeneracy between model pa-
rameters. The orbital variation of temperature and
Comptonisation normalisation have two local peaks
and the lowest value occurs at the eclipse.

The orbital evolution of unabsorbed flux for both
models shows a very similar trend. In fact, the corre-
sponding X-ray luminosities are the same taken into
account uncertainties (see in Table 9, Column 2 cor-
responds to equation 2 and Column 3 corresponds
to equation 5). The unabsorbed flux is consistent
with a constant value, except for eclipse and eclipse-
egress. Although for an almost circular orbit and
disc accretion no orbital modulation in the amount
of material to accrete is expected, variations of the
flux can be due to local absorption produced by an
emerging accretion stream (eclipse-egress), probably
corotating with the compact object, and/or a de-
crease in the accretion rate, most likely associated
to instabilities at the inner edge of the disc interact-
ing with the neutron star magnetosphere.
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Fig. 14. Evolution of some parameters of the model
described by equation (2). Unabsorbed flux is in units of
10−9 erg cm−2 s−1. Bbody norm is in units of L39/D

2
10.

Power-law normalisation is expressed in units of
keV−1 s−1 cm−2. Filled red squares: initial values. Open
blue circles: values obtained by constraining the range of
values of the photon index (pre-ingress, ingress, eclipse
and egress). The color figure can be viewed online.

The X-ray continuum is modified by a partial
covering fraction where the column N2

H corresponds
to the ISM towards the source and N1

H represents
the ISM plus the circumstellar environment absorp-
tion (Figure 20). We have depicted the variation of
the covering fraction measured from our models in
Figure 18. It is seen that the covering fraction tends
for most of the orbit to have values lower than 0.8,
0.4 < C < 0.9, which means that there are large in-
homogeneities in the stellar wind of the giant star.
Although both models seem to follow the same trend
in the covering fraction, the orbital variation of C,
given by equation (5), shows a certain modulation
while the error bars obtained in equation (2) prevent
us from confirming this orbital modulation. Never-
theless, taking into account uncertainties, most data
points are consistent with 0.8 in both models. The
covering factor variation from 0.76 to 0.9 is compati-
ble with the compact object being deeply embedded
into the stellar wind of the companion according to
Sanjurjo-Ferŕın et al. (2021). From the long-term
observations used here C > 0.8 at orbital phases
[0.2-0.3] and eclipse.
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Fig. 15. Evolution of some parameters of the model de-
scribed by equation (5). Unabsorbed flux is in units
of 10−9 erg cm−2 s−1. Power-law normalisation is ex-
pressed in units of keV−1 s−1 cm−2. Filled red squares:
initial values. Open blue circles: values obtained by con-
straining the range of values of the photon index (pre-
ingress, ingress, eclipse and egress). The color figure can
be viewed online.

4.4. Iron Line Complex

The spectral resolution of MAXI/GSC is not
good enough to resolve the iron line complex, i.e.
fluorescence emission lines (Fe Kα at ≈6.4 keV,
Fe Kβ at≈7.1 keV) and recombination emission lines
(Fe XXV at ≈6.7 keV and Fe XXVI at ≈6.9 keV).
From MAXI/GSC observations, the iron line fea-
ture is found to peak, in general, at ≈6.5 keV in
the out-of-eclipse phase and peak at higher ener-
gies ≈6.7 keV in the ingress phase. This suggests
the presence of both Fe Kα and recombination lines.
The high spectral resolution provided by other mis-
sions such as ASCA, XMM-Newton or Chandra,
proved to be instrumental in resolving these emission
lines, if present (Ebisawa et al. 1996; Aftab et al.
2019; Sanjurjo-Ferŕın et al. 2021). Other sources
where this dichotomy has been reported are Vela
X−1 (Mart́ınez-Núñez et al. 2014; Doroshenko et al.
2013; Malacaria et al. 2016), 4U 1538−52 (Rodes-
Roca et al. 2011, 2015) and GX 301−2 (Fürst et al.
2011; Islam & Paul 2014). Therefore, to describe
the Fe complex, values obtained from ASCA ob-
servations were adopted and used to fit our orbital
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TABLE 9

X-RAY LUMINOSITY (1037 ERG S−1) AND COMPTONISATION PARAMETER

Orbital phase Lx Lx y = k T τ2/(me c
2)

(equation 2) (equation 5)

Post-egress 3+14
−2 2.9+1.8

−1.5 2.7 ± 0.7

[0.1 − 0.2] 3+6
−2 3±3 2.5 ± 0.7

[0.2 − 0.3] 2.9+1.6
−1.2 3+2

−3 2.7+0.7
−0.6

[0.3 − 0.4] 3+3
−2 3.0+2.3

−1.7 1.8 ± 0.8

[0.4 − 0.5] 3+6
−2 3.0+1.8

−2.1 2.4 ± 0.7

[0.5 − 0.6] 3+3
−2 2.6±1.8 2.3±0.6

Pre-ingress 2+4
−1 2.3+1.2

−0.9 1.6 ± 0.6

Ingress 1+11
−1 1+7

−1 3.2+0.9
−0.8

Eclipse 0.10+0.03
−0.02 0.10±0.03 3.7 ± 0.7

Egress 1.2+0.3
−0.2 1.2+0.3

−0.2 3.98 ± 0.16
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Fig. 16. Evolution of the Gaussian intensity of the Fe
emission lines with orbital phase. Top, second and third
panels: model described by equation (2). Fourth, fifth
and bottom panels: model described by equation (5). The
unit of the line flux I is 10−4 photons s−1 cm−2. Filled
red squares: initial values. Open blue circles: values ob-
tained by constraining the range of values of the photon
index (pre-ingress, ingress, eclipse and egress). The color
figure can be viewed online.

phase-resolved spectra (Ebisawa et al. 1996), where
the energies and line widths were fixed and the line
intensities were left as free parameters in the fit.
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Fig. 17. Evolution of the equivalent width (EW) of the Fe
emission lines with orbital phase. Top, second and third
panels: model described by equation (2). Fourth, fifth
and bottom panels: model described by equation (5). EW
is in units of keV. Filled red squares: initial values. Open
blue circles: values obtained by constraining the range of
values of the photon index (pre-ingress, ingress, eclipse
and egress). The color figure can be viewed online.

Unfortunately, none of the iron emission lines
could be detected by MAXI/GSC, neither in the
eclipse nor in the egress phases (Figure 16).
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Fig. 18. Evolution of the partial covering fraction C and
line intensity ratio Fe XXVI/Fe XXV. Top and second
panels: model described by equation (2). Third and bot-
tom panels: model described by equation (5). Filled red
squares: initial values. Open blue circles: values ob-
tained by constraining the range of values of the photon
index (pre-ingress, ingress, eclipse and egress). The color
figure can be viewed online.

All free parameters, line intensities, equivalent
widths and line intensity ratio Fe XXVI/Fe XXV

(Figures 16, 17 and 18, respectively) were found
consistent with constant values within errors out-of-
eclipse.

4.5. The Stellar Wind in Cen X-3

Thanks to our orbital phase-resolved spec-
troscopy, we can study the properties of the stel-
lar wind in Cen X-3 by analysing the variation of
the hydrogen column N1

H along the orbit. As a
first step, we have applied a simple spherically stel-
lar wind model to describe our observational data.
This simple model reproduced the observed shape
of the absorption curve along the entire orbit in the
wind-fed HMXB 4U 1538-52 (Rodes et al. 2008) and
it is consistent with the stellar wind description of
Cen X-3 reported by Wojdowski et al. (2001).

The radial flow velocity takes the form (Castor
et al. 1975; Abbott 1982):

vw(r) = v∞

(
1− Rc

r

)α
, (6)

where v∞ is the terminal velocity of the wind, Rc is
the radius of the companion star, r is the distance
from the centre of the companion star and α is the
velocity gradient.

Fig. 19. Schematic view of the binary system. For sim-
plicity we have assumed a circular orbit whose parame-
ters r, s and θ are shown. We note that in this sketch the
orbital phase 0 (1) is centred on the mid-time of eclipse.
The color figure can be viewed online.

Conservation of mass requires:

nH =
Ṁc

4 π r2 vw
, (7)

where Ṁc is the mass loss rate from the primary and
nH is the wind density. Combining equations (6) and
(7) and integrating the wind density along the line
of sight to the X-ray source, it is possible to find
a model which properly describes the variation in
NH with orbital phase. Defining s as the distance
through the stellar wind along the line from the com-
pact object toward the observer (see Figure 19), we
have:

NH =

∫ s

0

nH ds = nH s = nH 2 r sin θ . (8)

The angle θ is related to the orbital phase and equa-
tion (8) can be rewritten as:

NH =
Ṁc

4 π r2 v∞
(
1− Rc

r

)α 2 r sin
(π

2
− 2 π φ

)
.

(9)
As we have mentioned before, N1

H represents the
ISM plus the environment that surrounds the star.
The stellar wind model is described by means of the
following equation:

NH =
XH Ṁc

mH 2π r v∞
(
1− Rc

r

)α sin
(π

2
− 2π φ

)
,

(10)
where XH , the hydrogen mass fraction which is equal
to 0.76, mH is the hydrogen atom mass, Ṁc the
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Fig. 20. Evolution of the photon index Γ and absorp-
tion columns N1

H and N2
H . Top, second and third panels:

from equation (2). Fourth, fifth and bottom panels: from
equation (5). Filled red squares: initial values. Open
blue circles: values obtained by constraining the range of
values of the photon index (pre-ingress, ingress, eclipse
and egress). The color figure can be viewed online.

mass-loss rate, v∞ is the terminal velocity of the
wind in the range [1 000-3 000] km s−1 (Falanga et al.
2015) and r represents the binary separation. At-
tempts were made to fit the local absorption N1

H us-
ing equation (10). A smooth wind model could possi-
bly describe the behaviour of our data, although the
large uncertainties prevent us from drawing strong
conclusions from this result.

The evolution of the absorption column for both
models is shown in Figure 20, and it is consistent
with a constant value. The variation of the N1

H

columns have been plotted together against the or-
bital phase in Figure 21. As can be seen from
the graph, both values are consistent within er-
rors and the fit has been represented by a dotted
line. Suchy et al. (2008) studied Cen X-3 over two
consecutive orbits with observations taken by the
RXTE observatory. They found that NH increased
near eclipse-ingress and egress during both orbits.
However, during the second orbit, NH was rela-
tively constant prior to mid-orbit and rose contin-
uously afterward. They also interpreted the small
increase in NH seen in the orbital phase [0.3–0.4] as
a bow shock in front of the accretion stream. The
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Fig. 21. Evolution of the absorption column N1
H (ISM

plus local absorption). Red filled squares: from equa-
tion (2). Blue open circles: from equation (5). The
dotted line represents the fit to a constant. A better
fit could be obtained by applying equation (10), but the
large uncertainties prevent us from draw by firm conclu-
sions. The color figure can be viewed online.

two-dimensional numerical simulations performed by
Blondin et al. (1991) provided the variation of the
absorbing column of material, NH , as a function
of orbital phase. The dependence on binary sepa-
ration showed a double-peaked structure, with one
peak occurring slightly before orbital phase 0.5 and
the second somewhat after (see their Figure 2). On
the other hand, the orbital phase dependence of NH
taking the tidal stream and accretion wake into ac-
count showed small peaks associated with clumps in
the wind and a strong jump at orbital phase 0.6 (see
their Figure 8). They also plotted the column den-
sity of the undisturbed wind model showing a con-
cave shape below the full simulated models. Blondin
et al. (1990) also showed in their simulations that
the column density throughout the orbit changes be-
tween consecutive orbits due to variability in the ac-
cretion flow. We have not found this behaviour in
our long-term MAXI/GSC observations, although a
small enhanced in N1

H could be present in the or-
bital phase [0.4–0.5] (see Figure 20). However, it
cannot be directly probed within the context of our
MAXI/GSC analysis, which only allows inferring the
long-term properties of the source averaged over sev-
eral orbital phase bins. To sum up, the models car-
ried out by Blondin et al. (1991) do not describe well
the observed behaviour for Cen X−3.

5. SUMMARY AND CONCLUSIONS

We have investigated the long-term variation of
spectral parameters exploiting the continuous mon-
itoring of Cen X-3 with MAXI/GSC and its out-
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standing spectral capabilities. From the analysis of
the MAXI/GSC light curve, we estimated the orbital
period of the binary system, Porb = 2.0870± 0.0005
days, which agrees with the value given by Na-
gase et al. (1992) and Rodes et al. (2017), and we
also noticed the presence of a superorbital period of
Psuperorb = 220± 5 days which is included in the in-
terval [93.3-435.1] days reported by Sugimoto et al.
(2014), who detected it by using a power spectrum
density technique.

We have described the X-ray spectra of Cen X-3
by two models consisting of a blackbody plus a power
law and a Comptonisation of cool photons on hot
electrons plus a power law, both modified by an ab-
sorption covering fraction factor and Gaussian func-
tions, and have performed detailed spectral analysis
(orbital phase-averaged and phase-resolved, in the
2.0–20.0 keV range). Our results can be summarised
as follows:

– The blackbody emitting area has an averaged
radius of 0.71+0.19

−0.16 km and its size varies from 1 or
3 km out-of-eclipse, which is consistent with a hot
spot on the NS surface, to 9 ± 3 km in eclipse, cov-
ering a much larger area.

– From the unabsorbed flux, the total X-ray
luminosities in the 2.0–20.0 keV were found to
be (1.9+1.0

−0.8) × 1037 erg s−1 (equation 2) and

(2+3
−1)× 1037 erg s−1 (equation 5) on average. This

high luminosity in the long term, one order of mag-
nitude larger than that for wind-fed X-ray binaries,
indicates that accretion must be enhanced by other
mechanisms. In the case of Cen X-3, this should be
due to an accretion disc, matter co-rotating with the
compact object and/or soft X-ray reflection from the
inner accretion disc region. In addition, the out-of-
eclipse X-ray luminosity was 10-30 times higher than
in eclipse.

– From the comparison of the high-state, low-
state and averaged spectra, it has been deduced that
the emission region is compatible in size and consis-
tent with thermal emission produced at the NS polar
cap. The values obtained for the high and low state
luminosities suggest that the difference can be at-
tributed to a drop in the accretion rate rather than
an overall enhancement of absorption.

– The column density of absorbing matter has
two components: N2

H ≈ (2 − 7) × 1022 cm−2

which represents the ISM towards the system and
N1
H ≈ (2− 8)× 1023 cm−2, and both models yield

similar column densities estimates within errors.

– The spectra show the iron fluorescence line at
≈6.4 keV which is detected by MAXI/GSC but it
cannot resolve recombination iron lines. The de-

scription of the iron line complex adopted in this
work suggests the presence of both near neutral iron
line (Fe Kα) and highly ionised species (Fe XXV and
Fe XXVI) except in the eclipse and egress spectra,
where none of the emission lines are detected. No
modulation along the orbit is seen in the line inten-
sities.

– The orbital dependence of the column den-
sity was compatible with a constant value within
errors. The large value of the column density
N1
H ≈ 4× 1023 cm−2 strongly favours a highly in-

homogeneous surrounding environment. To better
constrain the Cen X-3 stellar wind properties it is
necessary to improve uncertainties of the parame-
ters, especially the column density and EW of iron
emission lines, for probing the geometry and distri-
bution of circumstellar matter around the compact
object. Numerical simulations performed by Blondin
et al. (1991) were not able to well describe the ob-
served behaviour for Cen X−3.
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AN ASTROPHYSICAL PERSPECTIVE OF LIFE. THE GROWTH OF
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ABSTRACT

The existence of life is one of the most fundamental problems of astrophysics.
The intriguing existence of progressively complex and apparently improbable liv-
ing beings should be a general tendency of life in the Universe. We are looking
for general physical laws governing the growth of complexity in any astrophysical
environment. We posit the existence of a vital scalar field. This scalar is sensitive
to the gradient of the inverse of specific entropy, such that its distribution tends
to very high values in the interior of living beings. Besides the classical mutations,
vital field driven mutations only produce decrements of entropy. The field equations
give rise to the existence of vital waves. This theory is able to deal with both the
origin of life and the evolution of life. We show that the growth of complexity is
accelerated by the vital field.

RESUMEN

La existencia de vida es uno de los problemas fundamentales de la astrof́ısica.
La existencia intrigante de vivientes progresivamente complejos y aparentemente
improbables debeŕıa ser una tendencia general de la vida en el Universo. Buscamos
leyes f́ısicas generales que gobiernen la emergencia de complejidad en cualquier
sistema astrof́ısico. Proponemos la existencia de un campo vital escalar. Este
escalar es sensible al gradiente del inverso de entroṕıa espećıfica, de forma que
su distribución tiende a adquirir valores muy altos en el interior de los vivientes.
Además de las mutaciones clásicas, hay otras mutaciones inducidas por el campo
vital que sólo producen decrementos de entroṕıa. Las ecuaciones del campo dan
lugar a ondas vitales. Mostramos cómo el campo vital acelera el crecimiento de
complejidad. Esta teoŕıa puede aplicarse tanto el origen de la vida como a su
evolución.

Key Words: astrobiology — cosmology: miscellaneous — hydrodynamics

1. INTRODUCTION

It is a fact that our Universe contains life, even if
observations are still limited to only one planet. The
origin and evolution of life in the Universe requires a
general insight much beyond the precise knowledge
that biology has reached in the particular case of
living beings on Earth.

On the other hand, it is well known that, in
the particular case of terrestrial life, a large im-
pulse pushes living beings to perpetuate and benefit
from any favourable circumstance that arises, and to
progress. They tenaciously adapt themselves to the

1Instituto de Astrof́ısica de Canarias, Spain.
2Department of Astrophysics, ULL, Spain.
3Instituto Carlos I de F́ısica Teórica y Computacional,

Spain.

medium, evolving and even modifying this medium
to improve their own evolution. Life efficiently uses
any resource and any kind of energy independently
of its origin. This well-known and fascinating be-
haviour makes it logical and necessary to undertake
the general problem of life in the evolution of the
Universe as a fundamental astrophysical problem.

In his celebrated book What is life? Schrodinger
(1944) wrote, “from all that we have learnt about the
structure of living matter, we must be prepared to
find it working in a manner that cannot be reduced
to the ordinary laws of physics”. This opinion of
Schrödinger’s inspired the present work, which aims
to tackle essentially biological problems from a dif-
ferent viewpoint based on new physical laws. The
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376 SÁNCHEZ & BATTANER

complexity inherent in life and its evolution beckon
us to try out new emergent models built from hith-
erto untried perspectives.

We are not proposing an alternative to classical
genetics but to reinforce it with new physical laws.
This theory is neither teleological nor is based on the
anthropic principle.

Many works have dealt with the physical inter-
pretation of life, entropy, complexity and evolution
(some representative classic examples could be: Pri-
gogine 1981; Prigogine & Stangers 1984; Maturana
& Varela 1981; McShea & Brandon 2010; Kauffman
2000; Margulis & Sagan 1997; Schneider & Sagan
2005; Krakauer 2011; Grassberger 1986; Day 2012;
Gould 1996; Davies 2019; Adamsky et al. 2020; Zer-
avcic & Brenner 2014) but their basic principles and
scopes are very different from the one presented here.
There are many genetic and astrobiological topics
dealing with the evolution of life in the Universe,
but here we restrict ourselves to the entropic prob-
lem. This paper aims to provide a fresh insight from
a purely physics-based point of view.

We propose general physical laws for any kind of
life in the Universe, terrestrial life just being a partic-
ular case. We need, however, to make a small num-
ber of general assumptions that are evident in terres-
trial genetics; namely, that the existence of a molec-
ular code similar or dissimilar to our DNA, that this
code must be highly stable to subsist against replica-
tion and thermal noise, and that this stability is not
completely perfect, so that it can be on rare occa-
sions violated, thereby permitting mutations. The
mechanism of natural selection should also be at
work.

We introduce a vital field characterized by vital
density and velocity. The vital field permeates the
Universe and flows in space and time. We first define
what this vital field is and later consider what this
vital field does.

The properties of the vital field are defined by two
proposed equations bearing formal similarity with
the basic equations of the Eulerian fluid mechanics.
From these equations, we deduce the existence of vi-
tal waves. We then propose that vital density has at
least two effects on the evolution of species. First,
it induces another type of mutation characterized
by decrements of specific entropy (called VID mu-
tations, Vital Intensity Driven mutations). Second,
vital waves enable a mechanism that speeds up the
dissemination of mutations.

The novel hypothesis proposed here may render
some evolution processes more effective. With both
VID mutations and standard mutations, natural se-

lection continues to be the mechanism that decides
the progress of evolution. We could even suggest
that the new hypothesis provides support to the tra-
ditional theory of evolution and can therefore be con-
sidered as complementary to it. We are not at all
proposing an alternative to the standard theory of
evolution. We do not exclude standard genetic con-
cepts; instead we simply add new ones, albeit based
on new physics.

2. MATHEMATICAL DERIVATIONS

2.1. Vital Field Equations

The physical magnitude characterizing the com-
plexity referred to here is specific entropy (entropy
per unit mass, or entropy per baryon), s. For living
beings we also use the thermodynamic concept of
entropy, S, or rather its statistical mechanical for-
mulation according to the interpretation of Boltz-
mann. We shall also speak of the entropy of DNA,
or any other equivalent code, on the basis of the re-
lation between entropy and information by taking
into account the information contained microscopi-
cally in the genome. This entropy is based on the
thermodynamic weight (number of microstates of a
macrostate). Since the two should be intimately in-
terrelated, there is no risk of misinterpretation.

The scalar physical magnitude that defines the
vital field is vital density, ρ(x, y, z, t), defined for all
space and time. The characteristics of the vital field
are determined by two relations: the equation of vi-
tal flux and the continuity equation.

We define the vital flux by the product ρ~v, where
~v is the characteristic fluid velocity of the spatial
variations of vital density (not the velocity of prop-
agation of the vitons, as we shall see later).

We write the equation of vital flux, i.e. using a
hydrodynamic approach, as follows:

∂

∂t
(ρ~v) + k1∇ρ− k2∇

1

s
= 0, (1)

where k1 and k2 are constants.
In order to interpret this equation, let us first

suppose the simple case of a stationary state:

∇
(
k1ρ−

k2
s

)
= 0. (2)

The simplest way to integrate this equation is by
ignoring the sign of the gradient. We then obtain an
equation that we can work with:

ρ ∝ 1

s
. (3)
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In other words, only for stationary states, those
points corresponding to the interior of a living be-
ing with very low entropy will have high vital den-
sity; outside, the density will be very low. The den-
sity will not be homogeneous inside because the con-
stituent organs will not possess the same complexity,
i.e. the same entropy.

In the general case around and within a living
being, without considering steady state conditions,
equation 1 tells us that the vital flux varies, owing to
two gradients of opposing tendencies. The gradient
of the inverse of the specific entropy points from the
exterior to the interior and will tend to generate a vi-
tal flux towards the interior of the living being. The
gradient of density also points inwards, but because
of its negative sign, generates a vital flux outwards.

If the density distribution tends to have very high
values inside, such values cannot be attained instan-
taneously. If, for example, the living being is dis-
placed, the density distribution ‘follows’, although
with a slight delay that is inappreciable if the ve-
locity of the living being is very much less than the
speed of light. For that to occur it is necessary that
the constants k1 and k2 be very high (close to c2). In
the case of the displacement of a living being, both
gradients act jointly to make the distribution of vi-
tal density and the inverse of the specific entropy
coincide. This implies that, in practice, the density
distribution seems to be in step with, or frozen into,
the body of the living being.

Vital density does not represent life complexity,
complexity being represented by low specific entropy.
But low entropy attracts the density as shown by
equation 1 and this effect takes place over very short
characteristic times. Steady state conditions can be
quickly reached and then the distribution of both
the density and the inverse of specific entropy may
coincide.

The causes of variability in vital flux corre-
spond to rapid processes with very short characteris-
tic times, in contradistinction to long-duration pro-
cesses (i.e. those that operate on evolutionary time
scales), which we shall discuss further on.

We call the second of the vital field equations
the equation of continuity. In fluid mechanics the
equation of continuity establishes the conservation of
mass; here, in a similar way, the integrated density,
is conserved throughout space from -∞ to +∞. We
therefore have:

∫∫∫ +∞

−∞
ρdτ = constant, (4)

where dτ is the element of volume. The triple inte-
gral in this formula means that the total integrated
density of the vital field in the whole Universe re-
mains constant in time.

The equation of continuity tells us that if, in an
element of volume, the divergence of the flux is pos-
itive (i.e. if more flux enters than leaves the volume
element), the density will diminish:

∂ρ

∂t
= −∇ · (ρ~v) . (5)

This equation establishes the conservation of in-
tegrated density. Interpretation of the equation of
continuity of density brings us to the physics that
we wish to highlight. During its lifetime a living be-
ing is a stable system. The only great changes occur
at the foetal stage, infancy, and death. Throughout
the rest of its life the organism remains extraordi-
narily constant. If its alimentation is of a chemical
nature, the process of ingestion introduces entropy.
As the system is in equilibrium, this increase of en-
tropy must be eliminated through the expulsion of
mass in the form of faeces and urine, in the case of
terrestrial warm-blooded animals the process of per-
spiration results in heat exchange with the environ-
ment through the latent heat of vaporization, and so
on. A living organism may be thought of as a stable
heat engine (or a cyclic engine with a period of the
order of one day). A stable living organism is a great
ejector of entropy into its immediate surroundings.
The ejection of entropy to the surroundings should
even be inherent to the very concept and definition
of life.

For any given instant of time in the Universe the
density distribution associated with a living entity
will be very high (even though non-uniformly dis-
tributed in the interior of the organized living entity)
and very low in its immediate surroundings, asymp-
totically approaching the value associated with life-
lessness towards infinity. The mean value would cor-
respond to the lifeless value; the high value of density
in the interior of the organism would compensate for
the minimum value in its immediate surroundings
through the ejection of entropy.

That is to say, a living being is not simply a
highly dissipative system that consumes large quan-
tities of energy in order to preserve its complexity,
but also, and this must be emphasized, it ejects a
great quantity of entropy below the lifeless density
into its immediate surroundings. The density distri-
bution is illustrated in Figure 1. A living organism
absorbs energy from and entropizes its surroundings.

To measure the density, we can benefit from
equation 3 only when steady state conditions are
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Fig. 1. Vital density field distribution for a living being
and its environment.

satisfied. This can be achieved inside a living be-
ing or in an inhospitable medium, being nearly zero
in an infertile medium. Inside a living being, the
value of the densities would be as difficult to esti-
mate as the specific entropy. The units of density
would be the inverse of specific entropy, or entropy
per baryon (i.e. K/erg, for example), or would be
non-dimensional when the so-called system of ge-
ometrized units, with c, G and Boltzmann’s constant
equal to unity, is adopted, as is usual in cosmology
and other astrophysical studies. We consider life to
be an astrophysical issue.

2.2. Vital Field Waves and Vitons

We define vitons as particles associated with vi-
tal waves in accordance with the interpretation of
the wave-particle duality. We demonstrate, with the
two basic vital field equations, the existence of waves
in the vital density field. We now consider the ex-
ternal medium surrounding living organisms. Using
the method of linear perturbations and introducing
small changes, magnitudes susceptible to variation
when traversed by the wave are transformed in the
following way:

ρ→ ρ+ ρ′,

~v → ~v + ~v′.

Unprimed magnitudes correspond to the unper-
turbed medium, and primed magnitudes are the per-
turbed magnitudes when traversed by the waves.

We introduce the following simplifications: (a) ρ
has no gradients and no temporal variations; (b) the
perturbationless velocity is zero; (c) the perturba-
tions are very small, so that terms implying a prod-
uct of two perturbed terms are negligible; and (d)
there are no specific entropy variations far removed
from living beings, so that the term involving s does
not give rise to further complications. The waves
would exist even without these simplifying assump-
tions, but their mathematical treatment and phys-
ical behaviour would be less simple. In particular,
the propagation of vitons inside living beings would
be not so simple, where gradients of specific entropy
due to different organs would render the wave equa-
tion more realistic.

From the equation of continuity we get

∂ρ′

∂t
+ ρ∇ · ~v′ = 0, (6)

and the equation of motion gives

ρ
∂~v′

∂t
+ k1∇ρ′ = 0. (7)

We differentiated the first with respect to time
and find the divergence in the second, and, since the
spatial and temporal derivatives are independent and
therefore commute, we obtain directly:

∂2ρ′

∂t2
= k1∇2ρ′, (8)

which is the wave equation. Now, k1 is the wave
velocity squared; that is to say, the velocity of the
vitons. We may suppose that k1 = c2, where c is
the speed of light, since these waves can propagate
in vacuo. The wave velocity (or the velocity of the
vitons) could be equal to the velocity of light or close
to it. In the geometrized units, that are the custom
in cosmology, with c = 1, k1 = 1 also.

We could likewise derive a wave equation in terms
of velocity. The propagation of the waves is accom-
panied by small fluctuations in velocity, ~v′. It is to
be noticed that this velocity is not the wave velocity,

equal to k
1/2
1 . In a fluid also, the velocities perturbed

by the passage of the wave are not equal to the sound
speed.

Inside a living being, this wave equation can be
produced in the following way. A mutation can be
produced at any given moment, giving rise to an
abrupt variation in entropy, which is equivalent to a
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sharp change in vital density. A density jump in a
medium with the capacity to support waves gener-
ates the wave. In other words, mutations can create
a wave and the emission of vitons. The amplitude
of this wave, being a purely geometric factor, di-
minishes as the inverse square of distance. Vitons
always travel at the speed of light or at least at a
very high speed. There is some similarity between
(energy-photons) and (entropy-vitons).

As in the case of normal mutations, VID muta-
tions can be produced by auto-replication or induced
by external agents, X-rays, and other means. We
cannot provide examples of VID mutations, as their
effects are noticeable only over long time scales (con-
sider, for example, the huge range of complexity of
mammals).

3. CHEMISTRY OF LIFE

The origin, evolution and fate of living beings are
the result of the interrelation of both physical and
chemical processes. In this paper we focus on the
physical ones but it is clear that chemistry, more pre-
cisely, biochemistry, is of the greatest importance to
understand life, both terrestrial and extraterrestrial.
The knowledge of biochemistry is at present incom-
plete, but this is due to the great complexity of the
problem rather than to the chemistry fundaments
themselves requiring to be revised. Biochemistry
of cosmic life has been reviewed in several papers.
The reader is addressed to two excellent books by
Schulze-Makuch & Irwin (2018) and Trigo-Rodŕıguez
(2010), with references therein. These authors not
only examine the life chemistry in the Earth, but
also speculate on alternative cosmic niches and study
biochemistry under a cosmic perspective.

It is evident that life can develop at least when
physical-chemical conditions are available. A suit-
able habitat requires chemical heterogeneity. In
Earth, life macronutrients are C, H, O, N, K, Ca,
P, Mg and S to form prebiotic monomeric inorganic
compounds such as H2, N2, CO2, NH3, HCN . . . Of
great importance was the emergence of photosyn-
thesis, but this is a complicated mechanism that
could not be at work in the primitive forms of life.
Early chemolithotrophic life was important using
redox metabolic reactions, in particular the oxida-
tion of hydrogen to water, with 2.6 eV per reaction,
coupled with the reduction of CO2 (metanogenesis,
1.4 eV per reaction), which is as energetic as light
(about 2 eV per photon depending on wavelength).
Early cometary and meteoritic bombardment also
delivered water and organic compounds thus enrich-

ing primordial chemistry, as first proposed by Oró
(1961). Carbonaceous chondrites are rich in organic
molecules, as witnesses of the protoplanetary disk
chemistry.

Cyanobacteria and other chemoautotrophic or-
ganisms dramatically produced oxygen changing the
atmosphere, rendering oxidation conditions. Life
went from anaerobic to aerobic. This fact favoured
the carbon chemistry with its ability to form com-
plex stable molecules, starting with methane and
other alkanes, reaching amino acids leading to pro-
teins through connections by peptide bonds. Also,
cycloalkane and polycyclic aromatic hydrocarbons
(already present in the interstellar medium, in par-
ticular in molecular clouds) produced rings and
later three-dimensional macromolecules with a non-
racemic left-handed chirality. The carbon polymeric
chemistry is able to build an almost unlimited range
of molecules with strong covalent bonds, providing
a very rich repertoire of metabolic reactions. This
change of chemistry illustrates that not only life is
adapted to the atmosphere but also that the atmo-
sphere is adapted to life.

Life on Earth began with microscopic anaer-
obic prokaryotic cells, starting with LUCA (Last
Universal Common Ancestor). Two billion years
later the emergence of eukaryotic cells took place
as a fusion of two or more prokariotes (Margulis &
Sagan 1995), with sizes grater by an order of mag-
nitude. The emergence of multi-cellular life is a
poorly understood step. About 541 million year ago
the Cambrian explosion was the origin of bilateral
and homeothermic phyla. This homeothermia was
an important step as metabolic reactions adapted
to narrow to optimal temperature ranges. On the
other hand, homeothermia provided an efficient way
to heat the environment thus expelling entropy for
keeping its disequilibrium state.

We cannot present a brief overview of the very
wide branch of cosmochemistry. We limit ourselves
to brief comments on biochemistry topics closer to
the physics proposed in this paper: (a) the necessity
of a solvent, (b) the required boundary and (c) the
replication mechanism.

(a) The necessity of a solvent. Life is fundamentally
a liquid based process. Terrestrial life uses water as a
solvent especially efficient due to its high dipole mo-
ment. Atoms and molecules can move around nearly
free to undergo chemical reactions. There is a perfect
compatibility between carbon polymeric chemistry
and water as a solvent. However, life was perhaps not
originated in oceans or seas but in interfaces liquid-
solid like in puddles alternating desiccation and re-
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hydration, or porous media like pumice or even ice
in contact with liquid water. A solid phase could
preserve initial and later decreases of entropy.

(b) The required boundary. The existence of bound-
aries of living beings is of great importance to iso-
late the regions of disequilibrium inside from the en-
vironment closer to thermodynamic equilibrium, to
isolate a region with very low entropy and a medium
with very large entropy. Biomembranes preserve the
high free energy state of the system from dissipation,
encapsulating and confining a high concentration of
interacting solutes and macromolecules. But isola-
tion cannot be absolute. The semi-permeable bound-
aries must provide a selective transport of nutrients
and waste. For this difficult task anphiphylic lipids
(fatty acids, phospholipids) are essential as are hy-
drophylic toward the aqueous environment and hy-
drophobic toward the cell interior. The emergence of
lipid protomembrane boundaries was a great jump in
the early evolution of life.

(c) The replication mechanism. At present, in
Earth’s life, the information is stored in the one-
dimensional form of a linear code (DNA) translated
into the there-dimensional structure of proteins; but
to reach this complex, precise, high fidelity mecha-
nism, many previous insufficiently known steps were
to be surmounted. There is at present a great dif-
ficulty to identify the first replicators. Kauffman
(1995, 2000) proposed that the origin of life and the
transmission of hereditary information was not due
to a single molecule but to a network of interacting
catalytic molecules. Probably there was a pre-RNA
world followed by an RNA world before reaching the
DNA-RNA world in which RNA is now an intermedi-
ate in the flow of information and responsible of the
production of catalytic and auto-catalytic enzymes.
There must be a transmission of information from
parental to descendants or offs-springs to assure an
autonomous maintenance of phyla, a great biochemi-
cal challenge at early epochs. These molecular codes
permit the evaluation of the entropic content of liv-
ing individuals.

Much work must still be done to understand the
establishment of terrestrial life chemistry, and still
much more work to speculate about extraterrestrial
life adapted to other energy sources and other habi-
tats, but we do not suggest that new chemistry fun-
daments are needed. On the other hand, it is here
suggested that complementary physics as introduced
in this paper, should favour the evolution to reach
the chemical complexity of life, rendering some diffi-
cult steps more plausible.

4. RESULTS

4.1. Mutations Driven by Vital Density

Standard mutations, which occur completely at
random, may give rise to both positive and nega-
tive variations in entropy in the molecular code. We
add another kind of mutation driven by the vital
density field and characterized solely by a diminu-
tion in entropy. We call these VID mutations (Vital
Driven mutations). The existence of VID mutations
is one of our fundamental hypotheses. Both types
are random, coexist, are subject to natural selection,
and drive the evolution of a given species. Although
standard mutations might well dominate, the intro-
duced kind are also essential because they enable us
to better understand the progressive appearance of
complexity through time, a problem that we are us-
ing to test our model.

The simplest mathematical way to express the
effect of a VID mutation is to suppose that

ds = −k3ρdt. (9)

In other words, the temporal diminution in spe-
cific entropy is proportional to the vital density. Al-
though the mutations are quantized in nature, after
long periods of time a continuous description may be
permitted, as expressed in equation 9.

The real evolution of species is the result of the
joint action of standard and VID mutations, together
with multiple interruptions, bifurcations, etc. The
graph of specific entropy as a function of time is ex-
tremely complex, as testified by the history of evo-
lution. In order to analyse the isolated effect of VID
mutations we plot the curve of the variation of en-
tropy against time by considering the ideal effect
where VID mutations are alone responsible for this
variation. By isolating the tendency of VID muta-
tions in this way we may insert the result into a
global interpretation involving all evolutionary ef-
fects.

If we combine equations 9 and 3,

ds = −k3
k1
k2

1

s
dt = −k4

1

s
dt. (10)

This differential equation integrates easily to pro-
duce:

s

s0
=

√
1− 2k4

s20
t. (11)

We avoid a constant of integration by choosing a
suitable time origin. The constant s0 represents the
value of specific entropy at infinity, approaching the
lifeless level. The value of k4 must be very small for



©
 C

o
p

y
ri

g
h

t 
2

0
2

2
: 
In

st
it
u

to
 d

e
 A

st
ro

n
o

m
ía

, 
U

n
iv

e
rs

id
a

d
 N

a
c

io
n

a
l A

u
tó

n
o

m
a

 d
e

 M
é

x
ic

o
D

O
I:
 h

tt
p

s:
//

d
o

i.o
rg

/1
0

.2
2

2
0

1
/i

a
.0

1
8

5
1

1
0

1
p

.2
0

2
2

.5
8

.0
2

.1
6

AN ASTROPHYSICAL PERSPECTIVE OF LIFE 381

Fig. 2. Variation of specific entropy with time due to the
isolated effect of VID mutations.

the effects of VID mutations to be applicable on evo-
lutionary time scales. After a time interval of, say,
106 yr, k4 would be of the order of 3×10−14 s−1. We
calculate the value of the lifeless specific entropy per
baryon to be of the order of s0 = 5× 10−15erg K−1.
The estimation of this value is given in an appendix.
Figure 2 shows the variation curve.

We see from equation 11 that for short times the
specific entropy decreases slowly until approximately
the characteristic time s20k

−1
4 . At longer times the

decrease becomes faster until reaching its minimum
value, which is zero as the entropy is positive. The
value of zero corresponds to DNA as a pure crystal,
equivalent to zero temperature. It is therefore an
ideal limit.

On small time scales the action of VID muta-
tions will not be very great; when, however, it has
attained a significant level of complexity, it could
predominate. The specific entropy would eventually
correspond to what we may term the zero-entropy
species, beyond which there could be neither greater
complexity nor further evolution. This ideal state
would not, however, be unchangeable, depending on
ecological or environmental conditions, on the action
of normal mutation, etc. It is to be emphasized that
this plot considers only the isolated effect of VID
mutations.

The zero-entropy species is not the end of evolu-
tion, because normal mutations are always at work
and can reverse the trend. Other evolution paths
can then be explored. This ideal end will be reached
only if only VID mutations were present, which is
by no means assumed. In the real world other ef-
fects such as bifurcations and extinctions could take
place. On the other hand, there are many paths to
reducing entropy; there would be many end points.
There would be not just one zero-entropy species,
but many, and there is no way of telling which one
of them would reach the final state chosen by natural
selection. The most complex species need not be the

best adapted ones, so that almost perfect, but fragile
and ailing species might result that are doomed to
extinction from the start.

If we put s = 0 in equation 11, we get:

s20 = 2k4τ, (12)

where τ is the characteristic time for VID mutations
to reach the condition of zero-entropy species. Bear-
ing in mind the estimated values of s0 (see Appendix)
and assuming τ to be of order 109 yr, somewhat less
than, but of the order of, a Hubble time, we have an
estimation of the value of k4 of the order of 10−14s−1.

It is tempting to identify the zero-entropy species
as some kind of superior species, even to the point
of imagining superior humans, but such a notion is
untenable, given that a zero-entropy species would
be the result of its evolutionary path, which cannot
be determined beforehand, so a zero-entropy shark
would be just as conceivable as a zero-entropy human
or a zero-entropy extraterrestrial, for example. It is
possible that the shark species has already reached
a state close to zero entropy, further evolutionary
progress being difficult, given its phylogenesis. There
is, then, no anthropic principle at work in our hy-
pothesis.

4.2. Spreading of Mutations

The great stability of many molecules, partic-
ularly DNA or any other equivalent code, implies
that they are in a state of relative minimum en-
ergy. For a mutation to occur and a different state
to be reached, a high potential energy barrier, ∆E,
must be surmounted, and that barrier must be much
higher than the thermal energy, kT (k being Boltz-
mann’s constant and T the temperature), so the
molecule does not easily change its state. This condi-
tion, equivalent to a very low temperature, was used
by Schrödinger, who considered the gene to be an
aperiodic solid, ideally at a temperature of absolute
zero. Aside from a leap in entropy, ∆S, the muta-
tion would undergo, independently of ∆E, a change
in energy, E, from its initial to its final state, corre-
sponding to a photon emitted in the mutation (see
Figure 3).

The existence of vitons may clarify the manner in
which a mutation (whether or not favourable, with
∆S either positive or negative) originating in an in-
dividual of a species can spread to other individuals
of the same species to the point of mutating the en-
tire species. Mutation is an entropic leap in a DNA
molecule that creates a sharp increase in vital den-
sity, giving rise to the emission of a viton. When a
viton meets a DNA molecule of the same individual,
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Fig. 3. Energy-entropy diagram showing states before
and after a VID mutation.

or of other individuals of the same species, it will
provoke the same entropic leap, ∆S, that gave rise
to it, so that the viton will have propagated the mu-
tation of the emitting DNA molecule to the receptor
DNA molecule. In its turn, the receptor will emit
another viton of exactly the same entropic leap, ∆S,
thereby producing a scattering effect in the density
waves. An analogy may be drawn with the processes
of emission and absorption of photons. This mecha-
nism would be at work in DNA molecules as well as
in any other molecule used as information code.

For transmission to be effective the viton must
carry information on both ∆S and ∆E, the ener-
getic leap required for the mutation to take place.
The viton would not only announce that a mutation
is about to be produced but also would supply the
energy to make it happen. No problem arises if the
mutational leap gains more energy than it loses, i.e.
if E is greater than ∆E (see Figure 3).

When the receptor organism in turn becomes an
emitter, the mutation will be transmitted to neigh-
bouring beings belonging to the species. In this way
a mutation originating in an individual may become
a mutation of the entire species.

A quantum leap in entropy could correspond nu-
merically to more than one mutation. The recep-
tor organism might undergo a different mutation
from that of the emitting organism. This error in

transmission does not imply any evolutionary dis-
advantage since, for progressive mutation to occur,
diminution in entropy is more important than pre-
cisely where the dislocation in the initial DNA takes
place.

Standard mutations and VID mutations are not
excluding each other. However, they are inde-
pendent as they are produced by different mecha-
nisms. Standard mutations are the results of ran-
dom changes in the DNA molecule (excluding those
produced by X-rays...) VID mutations are induced
by vital waves. Let us clarify this point by finding
other similar effects in classical systems. In a hot
metal, for instance, electrons may escape the metal
as a result of thermal noise. In addition, if the metal
is exposed to UV radiation the electrons also escape
due to the photoelectric effect. The two mechanisms
co-exist, both contribute to the escape of electrons
and are independent. The UV photons induce an-
other way of ejecting electrons.

5. DISCUSSION

With regard to the problem of the origin and evo-
lution of life there are three types of contributions:
an astrophysical phase concerning the production of
rather complex biomolecules and the provision of
habitable environments, the contribution of genetics
to identifying how evolution proceeds, and the con-
tribution of astrophysics in dealing with entropy and
the probabilities involved in evolution. Our paper
only deals with the third aspect. How biomolecules
are formed in space, in the proto-solar system and
in atmospheres is, of course, crucial but beyond the
scope of our paper. Here we restrict ourselves to the
entropic problem of life.

When and how the vital field is originated in the
Universe? Our vital field is present in all parts of
the Universe, even with, in general, very low values of
density, and its integrated value is a constant in time.
The origin itself should be a cosmological problem
that is far from the present preliminary state of the
theory.

The existence of a vital field in the Universe pro-
vides an effective scenario for other forms of life in
the Universe and sheds new light on a number of
phenomena that are still controversial in the physics
of life and its evolution. With this model we have
been able to explain two of these phenomena: the ap-
pearance of species of growing complexity in Earth’s
history. This growing complexity should be a basic
property also in other environments in the Universe.
We have also explained the rapid dissemination of a
mutation in an individual of the species that culmi-
nates in the mutation of the entire species.
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This theory could be generalized to incorporate
relativistic and quantum aspects, but given the ex-
ploratory and novel focus of this study, we have pre-
ferred to introduce it in a simple mathematical way.

We have considered the special case of living be-
ings, but the vital field can be present in any place
in the Universe, even in lifeless points far from living
entities. Similarly, vital waves and vitons may be
present anywhere.

The theory proposed here makes reference to the
genome, but is quite independent of the specific mu-
tation mechanism. When considering physical laws,
which are in principle applicable to the entire Uni-
verse, these ideas could have general implications
concerning the emergence and evolution of life as a
cosmological fact.

Mutations, both standard and those driven by
the vital field, must accept the verdict of natural se-
lection. For standard mutations S may be positive
or negative; for VID mutations S will be negative.
The [s, t] curve for VID mutations has a gentle slope
for short times, but the slope becomes more pro-
nounced for long periods of time and low specific
entropy. This implies that, if the evolution reaches
a very low level of entropy, VID mutations could be-
come of greater importance. To put it succinctly,
complexity breeds complexity.

Isolated VID mutations would lead to ideal zero-
entropy species, but VID mutations, still with the
restriction that ∆S < 0, are also aleatory. Further-
more, such species are the result of their evolutionary
path. For that reason we say that our theory is not
teleological. Neither do humans possess any special
privilege in our model, since it is not based in any
way on the anthropic principle.

The concept of zero-entropy species is an idealiza-
tion and would correspond to a minimum of entropy
depending on the evolution path. A rabbit can be
close to a zero-entropy rabbit, for example. In this
model, there is no end point or point toward which
evolution converges; on the contrary, there are as
many end points as there are ways of reducing en-
tropy at every step. As stated in § 3, the final end
point will be the result of natural selection. Ran-
domness here is limited but not eliminated. We just
reduce the possibilities for VID mutations and pre-
serve standard mutations. The adaption to changing
environmental and ecological conditions is here con-
sidered as fundamental, too.

The density of the vital field tends to reach a
distribution with very high values inside a system of
very low specific entropy. A living being is conceived
here as a system of very low entropy animated by

very high values of the density of the vital fluid at
the same place occupied by the system. However,
we have not focused this study on the concept of life
itself, but rather on its evolution.

We have not considered sexual reproduction be-
cause the theory could be applicable to any form of
life in the Universe for which we do not know the
reproduction mechanism. In any case we do not at
all exclude the advantages of sex to the rise of new
species and biodiversity.

The densities in the living being contribute to
an evolution that favours a decrease of entropy and,
consequently, an increase of density. There is an in-
trinsic instability: low entropy produces increase of
density (equation 1) and density reduces the entropy
(equation 9). The fist process is fast and the second
slow. Although this instability takes place on evolu-
tionary time scales, it is present in every phase.

It is even present at the origin of life. In effect,
inert matter can undergo natural fluctuations from
thermodynamic equilibrium; these lead to fluctua-
tions in the distribution of specific entropy, which
imply vital density fluctuations, which in turn pro-
duce a prezoic type of heterogeneity that, because
of this instability, leads to the first prokaryotes. In
terms of this model, the generation of life would not
need to be stimulated by mechanisms different from
those of evolution, although the generative process
itself would require one of its most significant leaps.

One could argue that entropy is a magnitude that
was introduced with other purposes in mind, and
that the notion of a quantum of entropy does not
fit into the original conception of entropy. However,
Schrödinger has already spoken of a quantum the-
ory of life. In physics it has often been the case
that magnitudes have successfully been given a much
broader interpretation than when they were first in-
troduced. Also, the concept of energy, although both
familiar and abstract, only began to be appreciated
in the nineteenth and twentieth centuries, more or
less at the same time at which the concept of en-
tropy was established. On the other hand, we only
consider quanta of entropy when dealing with muta-
tional transitions.

6. CONCLUSIONS

The ideas presented here are not an alternative
to the standard evolution paradigm, but rather in-
troduce novel physical concepts that speed up the
evolution of life, thus rendering more probable the
growth of complexity.

There is an intrinsic instability: low entropy pro-
duces an increase of vital density; vital density pro-
duces a decrease of entropy. The first mechanism
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is very fast and the second very slow, with typical
characteristic evolution times. As a result of this in-
stability, the distribution of both low entropy and
vital density tends to reach very high values in small
places, i.e. in living beings.

The higher the degree of complexity the faster be-
comes the decrement in entropy; therefore the faster
the increase of vital density, the faster the increase
of complexity. The net effect of the VID mutations
introduced here is that complexity breeds complex-
ity.

The similarity between the Eulerian fluid and the
vital fluid considered here enables the existence of vi-
tal waves and their corresponding particles (vitons).
The speed of vitons should be vey high, as great as
the light speed or slightly lower. This provides an-
other way of accelerating evolution in terms of the
faster dissemination of mutations among individuals
of the same species. Energy-photons and entropy-
vitons are another parallel that could be emphasized.

When we view the complexity of life from a new
perspective, specific properties and laws emerge that
we have tried here to identify. We have seen how sim-
ple physical propositions, together with straightfor-
ward and simple mathematics, have sufficed to clar-
ify some of the most controversial questions in the
evolution of life on Earth and may even be used to
establish general guidelines for understanding life in
the Universe. The growth of complexity could be an
intrinsic characteristic of any kind of life in diverse
astrophysical environments.
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APPENDIX

A. ESTIMATION OF THE VALUE OF THE
MAXIMUM SPECIFIC ENTROPY, s0

Let us consider Boltzmann’s equation relating to
entropy and thermodynamic weight (the number of
microstates compatible with a macrostate):

S = k lnW. (A13)

We assume that the inert matter is hydrogen. In
one gram there are Na hydrogen atoms, Na being

Avogadro’s number (approximately 6 × 1023). We
can exchange each atom by each atom and always
obtain the same macroscopic result. The value of W
in the inanimate universe will then be (6 × 1023)!,
where the symbol ‘!’ means factorial. This seems
difficult to calculate but we can use Stirling’ formula
for very large numbers:

lnn! = n lnn− n. (A14)

In our case

ln 6× 1023! = 54.7× 6× 1023 − 6× 1023 ' 3× 1025.
(A15)

The entropy of one gram in the inanimate uni-
verse will be of the order of

1.38× 10−16 × 3× 1025 = 4× 109 erg/K, (A16)

and the entropy per baryon:

s0 = 5× 10−15 erg/K. (A17)

In cosmological calculations ‘geometrical units’
are often used with c, G, k = 1; the specific en-
tropy then becomes non-dimension and has the value
s0 = 30. With this value in equation 12 and assum-
ing a characteristic time of evolution of 109 years we
obtain k4 to be of the order of 10−14 s−1.
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ABSTRACT

A photometric and astrometric study of the two open star clusters Gulliver18
and Gulliver58 was carried out for the first time using the early third data release of
the Gaia space observatory (Gaia-EDR3). By studying the proper motions, paral-
laxes, and color-magnitude diagrams of the two clusters, we determined their actual
cluster membership. Therefore, ages, color excesses, and heliocentric distances of
the clusters could be determined. The luminosity function, mass function, total
mass, mass segregation, and relaxation time of Gulliver18 and Gulliver58 were
estimated as well.

RESUMEN

Se realizó por primera vez un estudio fotométrico y astrométrico de dos
cúmulos abiertos, Gulliver18 y Gulliver58, con los datos preliminares de la tercera
entrega del observatorio espacial Gaia (Gaia-EDR3). Estudiando los movimientos
propios, las paralajes y los diagramas color-magnitud de ambos cúmulos determi-
namos la pertenencia de estrellas a ellos. Con estos resultados pudimos encontrar
las edades, excesos de color y distancias heliocéntricas de los cúmulos. También esti-
mamos la función de luminosidad, la función de masa, la masa total y la segregación
de masas, aśı como el tiempo de relajamiento para Gulliver18 y Gulliver58.

Key Words: astronomical data bases: miscellaneous — galaxies: photometry —
Hertzsprung-Russell and colour-magnitude — open clusters and asso-
ciations: individual: Gulliver 18, Gulliver 58

1. INTRODUCTION

This article is part of our series whose goal is to
use ideal contemporary datasets to obtain the ba-
sic astrophysical properties of poorly studied and/or
unstudied open star clusters. Open star clusters
(OCs) are important astronomical objects to study
the Milky Way structure and evolution. OCs supply
useful information about star formation mechanisms,
where their main parameters, i.e., age, distance,
and reddening can be derived directly from their
color-magnitude diagrams (CMDs). This can be ac-
curately achieved when we first determine the ac-
tual membership of the clusters under study (Barnes
2007; Perren et al. 2015; Sariya et al. 2017; Marino
et al. 2018).

From SIMBAD (http://simbad.cds.unistra.

fr/simbad/sim-fbasic), we obtained the clus-
ter centers in equatorial and Galactic coordinates.

Gulliver 18 (hereafter G18) is located at (α =
20h 11m 37s, δ = +26◦ 31′ 55′′, l = 65.526◦, b =
−3.97045◦, J2000) in the Vulpecula constellation,
whereas Gulliver 58 (hereafter G58) is located at
(α = 12h 46m 4s, δ = −61◦ 57′ 54′′, l = 302.3◦, b =
0.9◦, J2000) in the Centaurus constellation. Figure 1
shows the negative images of G18 and G58 as taken
from ALADIN at DSS-colored optical wavelengths.
Cantat-Gaudin et al. (2018) studied the main astro-
metric parameters of those two clusters, i.e., coordi-
nates, proper motions, parallaxes, and distances as
newly discovered clusters in the Milky-Way Galaxy.
They used the second data release of the Gaia DR2
database, Gaia Collaboration et al. (2018).

Here, we estimate the fundamental parameters of
the two clusters G18 and G58 for the firs time us-
ing the early third release of the Gaia database (Gaia
EDR3) - Gaia Collaboration et al. (2021), which was
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388 TADROSS & ELHOSSEINY

Fig. 1. Inverse colored (negative) images of the clusters
G18 and G58 as taken from ALADIN at DSS colored
optical wavelength. These two clusters lie in the Vulpec-
ula and Centaurus constellations, respectively. North is
up and East to the left. The color figure can be viewed
online.

published on December 3, 2020. Gaia EDR3 offers
improved astrometry and photometry for 1.8 billion
sources brighter than G ≈ 21 mag. Compared to
Gaia DR2, the parallax enhancement is 20% and the
proper motions are twice more accurate. The most
important part of using the Gaia EDR3 involves five
astrometric parameters: equatorial positions (α, δ),
proper motions (µα cos δ, µδ), and parallaxes (ω̄).
In addition, the magnitudes in three photometric fil-
ters (G,GBP , GRP ) were obtained with better ho-
mogeneity due to the significant advance in several
aspects (Gaia Collaboration et al. 2021; Torra et al.
2021; Riello et al. 2021). Of course, all of these
improvements affect the astrophysical estimated pa-
rameters of the clusters under study.

The paper is organized as follows: the Gaia
EDR3 dataset and membership determination are
presented in § 2. § 3 shows the angular size ac-
cording to the radial density profiles (RDPs). § 4
contains the photometry of the color-magnitude di-
agrams (CMDs). § 5 describes the clusters’ dynamic
states, i.e., luminosity functions (LFs), mass func-
tions (MFs), mass segregation and relaxation times.
§ 6 summarizes the results and presents the conclu-
sions.

2. GAIA EDR3 DATASET AND MEMBERSHIP

The standard dataset of G18 and G58 was down-
loaded from the Gaia EDR3 I/350 Vizier catalog
website. A circular region of 20 arcmin radius cen-
tered in the celestial position was applied to each
cluster. The error ranges of the parallaxes are up
to 0.03 mas for G < 15 mag, 0.07 mas for G ≈
17 mag, 0.5 mas for G ≈ 20 mag, and 1.3 mas for

G ≈ 21 mag. The error ranges of the proper mo-
tions (PMs) are up to 0.03 mas/yr for G < 15 mag,
0.07 mas/yr for G ≈ 17 mag, 0.5 mas/yr for G ≈
20 mag, and 1.4 mas/yr for G ≈ 21 mag.

Using high-precision Gaia EDR3 parallaxes and
proper motions, we can easily remove the back-
ground field stars from the cluster’s main sequence
(Bellini et al. 2009; Yadav et al. 2013; Sariya & Ya-
dav 2015; Tadross 2018). The vector point diagrams
(VPDs), µα cos δ vs µδ of G18 and G58 are shown
in Figure 2. The greatest density area (the darkest
spot) is taken as the subset of the cluster’s most
likely members (Tadross 2018; Tadross & Hendy
2021, 2022).

In our analysis, we used the software named
TOPCAT. This is a tool that can handle huge and
sparse datasets. It was initially created for astron-
omy to support virtual observatories. The acronym
TOPCAT derives from Tool for OPerations on Cat-
alogues And Tables. It can support several dig-
ital file formats, including FITS, which is widely
used in astronomy (http://www.star.bris.ac.uk/

~mbt/topcat/).
Within the subset of the cluster’s most

likely members, only those stars with magnitudes
G ≤ 20.5, located inside the cluster’s estimated size
(see § 3) were taken into account. Mean values and
standard deviations of the parallax and the two com-
ponents of the proper motions were calculated for all
these stars (excluding negative values of the parallax,
see the lower right-hand panel of Figure 4). Stars are
then considered to be cluster members only if their
3σ parallax and proper motion errors lie within the
cluster’s mean values with respect to the background
field ones. According to Lindegren et al. (2018),
all the parallax values should be shifted by adding
0.029 mas to their values. In addition, the value of
the renormalized unit weight error, RUWE, indicates
how well the source matches the single-star model -
it should be less than 1.4.

Using TopCat, we can identify comoving stars,
i.e., those stars that move at the same speed and
direction in the sky, as shown in Figure 3. It is worth
noting that the selected subset of VPDs influences
the CMDs and field star separation. The CMDs of
the clusters appear cleaner when those conditions are
applied (Anderson et al. 2006; Sariya et al. 2017).

3. ANGULAR SIZE

The boundary and core radii of G18 and G58
were calculated using King (1966) radial density pro-
file (RDP). To do so, we built a series of concentric
circles centered on the clusters’ central coordinates.
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Fig. 2. The vector point diagrams of the clusters G18 and G58. The circles denote the darkest areas, in which the
subsets of the most likely members lie. The color figure can be viewed online.

Fig. 3. Comoving stars of clusters G18 and G58. They are the stars included in the subsets we selected in the VPDs,
i.e., the stars that move at the same speed and direction in the sky. The color figure can be viewed online.

The number of stars found in each ring was divided
by the ring area to obtain the stellar density f(R).
The upper right-hand panel of Figure 4 shows the
measured star density vs. the distance to the clus-
ter center. The King model fit can be given by the
equation:

f(R) = fbg +
f0

1 + ( RRc
)2
, (1)

where R is the radius from the cluster center, f0
the central density, Rc the core radius and fbg the
background density. We can find these parameters
from the King model as follows:

Rc fbg f0

G18 0.35 50 233

G58 0.27 33 305

When the stars approach the boundary radius,
they begin to dissolve within the background den-
sity. Knowing the previous parameters, we can get
the boundary radius by applying the equation of
Bukowiecki et al. (2011) as follows:

R = Rc

√
f0

3σbg
− 1, (2)

where σbg is the uncertainty of fbg. Consequently,
the estimated boundary radii of G18 and G58 are
found to be 7.5±0.5 arcmin (3.0 pc) and 4.5±0.3 ar-
cmin (1.9 pc), respectively.

On the other hand, the tidal radius of a cluster is
defined as the distance from the cluster core at which
the Galaxy’s gravitational influence equals that of
the cluster core. Estimating the total masses of G18
and G58 (see § 5), the tidal radius can be calculated
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Fig. 4. The left-hand panels show the main sequence
curves of G18 and G58 fitted to the solar metallicity
theoretical isochrones of Padova. The ages are found
to be 100 ± 10 Myr and 1.0 ± 0.1 Gyr, respectively.
The distance moduli and color excesses are found to be
12.3, 13.6 (±0.25) mag, 0.8 and 1.4 (±0.10) mag, respec-
tively. The right-hand panels show the radial density
profiles fitted to the King (1966) model and the his-
tograms of parallaxes of the selected stars (ω̄ > 0). The
estimated radii of G18 and G58 are found to be 7.5 and
4.5 (±0.50) arcmin and the mean values of the parallaxes
are found to be 0.50 and 0.45 (±0.05) mas, respectively.
The color figure can be viewed online.

using the form of Jeffries et al. (2001) as follows:

Rt = 1.46×M
1
3
c , (3)

where Rt is the tidal radius (in parsec) and Mc the
total mass of the cluster (in solar masses). The
tidal radii of G18 and G58 are found to be 17.8 and
11.0 (±0.2) pc, respectively. The concentration pa-
rameter of Peterson & King (1975), C = log( RRc

),
shows us whether the cluster is prominent or con-
densed with respect to the background field stars.
We found that both clusters are insufficiently con-
densed objects.

4. CMD PHOTOMETRY

The study of CMD is a widely used technique
to characterize the observed main sequence of the
cluster. This is achieved by finding the best fit of
one of the Padova PARSEC databases of stellar evo-
lutionary isochrones (http://stev.oapd.inaf.it/
cgi-bin/cmd) of Bressan et al. (2012) to the ob-
served main-sequence curve of the cluster. To de-
crease the effect of field stars contamination, only
the most likely cluster members are taken into ac-
count. Since the cluster members have a common
origin, they share the same speed and direction in
the sky. This fact makes proper motions a valuable
tool for removing nonmember stars from each clus-
ter’s main sequence (Yadav et al. 2013; Bisht et al.
2020).

Based on the CMDs of G18 and G58, as shown
in the left-hand panel of Figure 4, only the stars
within the cluster’s boundary size and parallaxes
ranges are represented. The mean values of the par-
allaxes are found to be 0.50 and 0.45 (±0.05) mas,
respectively. Clusters fittings were quite good by
shifting the isochrones of ages 100 ± 10 Myr and
1.0±0.1 Gyr with apparent distance moduli (m−M)
of 12.3 and 13.6 (±0.25) mag, respectively. In addi-
tion, the color excesses E(BP − RP ) are found to
be 0.8 and 1.4 (±0.10) mag, respectively. Note that
G18 and G58 are close to areas with a lot of dust
with high differential extinction in their fields along
their lines of sight, as displayed in the 3D extinction
map (http://argonaut.skymaps.info).

Reddening is a critical parameter affecting the
total absorption value that must be subtracted from
the apparent distance modulus to obtain the true
distance to the cluster. We used the Padova PAR-
SEC database of stellar evolutionary tracks and
isochrones, which is scaled to the solar metallic-
ity of 0.0152. The Gaia filter passbands are taken
from Riello et al. (2021), where AG/Aν = 0.836,
AGBP /Aν = 1.083, and AGRP /Aν = 0.634. These
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TABLE 1

THE PRINCIPAL ASTROPHYSICAL PARAMETERS OF G18 AND G58*

Parameter Gulliver 18 Gulliver 58

RA (h: m: s) 20:11:37 12:46:04

DE (◦: ′ : ′′) +26:31:55 -61:57:54

G. long. (◦) 65.526 302.30

G. lat. (◦) -3.97 0.90

Age (Myr) 100 ± 10 1000 ± 100

Radius (arcmin) 7.5 ± 0.5 4.5 ± 0.3

Core Radius (arcmin) 0.35 ± 0.07 0.27 ± 0.04

Tidal Radius (pc) 17.8 ± 0.5 11.0 ± 0.5

m-M (mag) 12.3 ± 0.25 13.6 ± 0.25

E(BP-RP) (mag) 0.8 ± 0.1 1.4 ± 0.1

E(B-V) (mag) 0.61 ± 0.1 1.06 ± 0.1

Dist. (pc) 1370 ± 65 (1558.6) 1425 ± 65 (2344.2)

Relax. Time (Myr) 31.5 ± 5 9.5 ± 5

P.M. (mas/sec) 6.515 ± 0.45 (6.488) 3.652 ± 0.35 (3.609)

Plx. (mas) 0.50 ± 0.07 (0.613) 0.45 ± 0.07 (0.398)

Rgc (kpc) 6.75 ± 0.2 6.55 ± 0.2

X� (pc) -565 ± 40 -760 ± 60

Y� (pc) 1241 ± 55 -1201 ± 50

Z� (pc) -95 ± 5 22 ± 5

*The values in brackets are the corresponding astrometric measurements obtained by Cantat-Gaudin et al. (2018).

ratios have been used for correction of the mag-
nitudes for the interstellar reddening and for con-
verting the color excess to E(B − V ), where Rv =
Aν/E(B−V ) = 3.1. Therefore, we can estimate the
true distance moduli (m−M)0 of G18 and G58, from
which we infer heliocentric distances of 1370 and
1425 (±65) pc, respectively. Correspondingly, the
Cartesian Galactocentric coordinates (X�;Y�;Z�)
and the distances from the Galactic center (Rg) are
estimated for the two clusters as listed in Table 1.
According to our calculations mentioned in Tadross
(2011), the Y−axis connects the Sun to the Galac-
tic center, being positive to the Galactic anticenter,
while the X−axis is perpendicular to Y−axis, being
positive in the first and second Galactic quadrants
(Lynga 1982). We adopted a Galactocentric distance
(Rg) of 7.2 kpc (Bica et al. 2006).

5. THE DYNAMIC STATE OF THE CLUSTERS

5.1. Luminosity and Mass Functions

We used the photometric dataset of Gaia EDR3
to derive the clusters’ luminosity functions (LFs) and
mass functions (MFs). The LF represents the distri-
bution of the absolute magnitudes of the cluster’s
members. Using the distance moduli obtained from

the isochrone fittings, we transformed the apparent
G magnitudes of the cluster members into absolute
magnitudes. Then, the LF diagrams can be con-
structed as shown in the upper panel of Figure 5.
Note that the LFs increase up to MG ≈ 8.15 and
4.20 mag for G18 and G58, respectively.

The initial mass function (IMF) provides the
main bond between the bright massive members and
less massive fainter ones. It is a historic record of
the star formation process and plays the main role
in understanding the early dynamic development of
star clusters. The IMF was estimated for the bright
massive stars (≥ 1M�) by Salpeter’s (1955) power
law, where the number of stars in each mass range
decreases as the mass increases. It can be written as
follows:

log
dN

dM
= −(1 + x) log(M) + const., (4)

where dN is the number of stars in a mass bin dM
with a central mass M and x is the MF slope. To
convert LF into MF, we used the last version of the
theoretical isochrones of Padova’s stellar evolution-
ary tracks and isochrones. The resulting mass func-
tions of G18 and G58 are shown in the lower panel
of Figure 5. The derived values of the MF slope are
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Fig. 5. The upper panel represents the luminosity func-
tions of G18 and G58. Note that the LFs increase up to
MG ∼ 8.15 and 4.20 mag for G18 and G58, respectively.
The lower panel represents the mass distribution of the
two clusters. The red lines show the linear fittings of the
mass functions’ slopes, which are found to be 2.25 and
2.29 (± 0.15) for G18 and G58, respectively. The color
figure can be viewed online.

found to be x = 2.25 and 2.29 (± 0.15) for G18 and
G58, respectively, which agree with Salpeter’s mean
value.

5.2. Mass Segregation

Mass segregation in a real cluster implies that the
massive stars are more concentrated toward the clus-
ter center than less massive stars. Mass segregation
is a result of the dynamic evolution of the cluster
and/or an impression of star construction processes
themselves, or both (Sagar 2002). To explore if there
is actual mass segregation, we divided the clusters’
stars into four bands, G<17 ; 17≤G≤18; 18≤G≤19
and G≥19 mag. Drawing these bands as a function

Fig. 6. The cumulative frequency distributions of G18
and G58 represent the radial distance and magnitude
distributions of the clusters’ member bands (mass seg-
regation). The bright, massive stars are more likely to
settle toward the clusters’ centers than the fainter, less
massive, ones. The color figure can be viewed online.

of the distances from the cluster’s center as shown in
Figure 6, we found that the bright massive stars are
more likely to settle toward the cluster center than
the less massive fainter ones.

5.3. Relaxation Time

Once the distribution of the cluster members’ ve-
locities becomes almost Maxwellian, a metric for un-
derstanding the dynamical evolution is considered.
This period is known as “relaxation time” (TR) and
can be defined by the equation of Spitzer & Hart
(1971) as follows:

TR =
8.9× 105

√
N ×R1.5

h√
〈m〉 × log(0.4N)

, (5)

where N is the number of cluster members, Rh is
the cluster’s radius that contains half of the clus-
ter’s total mass (in pc) and 〈m〉 is the average mass
of a member star (in solar masses). Thus, the dy-
namic relaxation times are found to be 31.5 and
9.5 (± 5.0) Myr for G18 and G58, respectively. The
clusters under investigation are thus found to be
older than their estimated relaxation times. We con-
clude that G18 and G58 are dynamically relaxed
clusters.

6. RESULTS AND CONCLUSIONS

The principal properties of the two open clus-
ters Gulliver 18 and Gulliver 58 were looked into in
this paper for the first time using the Gaia EDR3
database. Both clusters are located in the Vulpecula
and Centaurus constellations, respectively; they are
not sufficiently condensed objects in the sky. The
MF slopes of G18 and G58 are found to agree with
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Salpeter’s (1955) mean value. The two clusters are
dynamically relaxed as their estimated relaxation
times are much smaller than their ages. Table 1 sum-
marizes the main results of our study.

This work is a part of the project named
(IMHOTEP) No. 42088ZK between Egypt and
France. It was begun in 2019 and finished in
2021. Many thanks to Prof. David Valls-Gabaud
(Paris Observatory) for being a companion in that
project. This work has made use of data from
the European Space Agency (ESA) mission Gaia
processed by the Gaia Data Processing and Anal-
ysis Consortium (DPAC), (https://www.cosmos.
esa.int/web/gaia/dpac/consortium). Funding
for the DPAC has been provided by national in-
stitutions, in particular, the institutions participat-
ing in the Gaia Multilateral Agreement (MLA). The
Gaia mission website is https://www.cosmos.esa.

int/gaia. The Gaia archive website is https:

//archives.esac.esa.int/gaia.
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ABSTRACT

We present a model for the HII region and stellar wind bow shock formed by
runaway O stars passing through the Galactic disk. We develop a quasi-analytic
approach in which the absorption of stellar ionizing photons by the bow shock is
considered. With these models we study the transition between a detached ioniza-
tion front (leading the bow shock) and an ionization front trapped by the stellar
wind bow shock. We find that for an O7 star one needs to have a stellar velocity
of only a few km/s and an environmental density > 105 cm−3.

RESUMEN

Presentamos un modelo para la región HII y para el choque de proa del viento
estelar producidas por estrellas O fugadas pasando a través del plano galáctico.
Desarrollamos un modelo cuasi-anaĺıtico que incluye la absorción de los fotones io-
nizantes estelares por el choque de proa. Con estos modelos estudiamos la transición
entre un frente de ionización libre (que precede al choque de proa) y un frente de
ionización atrapado por el choque de proa. Encontramos que para una estrella O7
se necesita una velocidad estelar de unos pocos km/s y una densidad ambiental
> 105 cm−3.

Key Words: HII regions — hydrodynamics — stars: winds, outflows

1. INTRODUCTION

Runaway O stars pass through the Galactic disk
at velocities of ≈ 100 km s−1 (see, e.g., Cruz-
González et al. 1974). These stars interact with
the interstellar medium of the disk, forming an in-
ner stellar wind bow shock, and an outer “cometary”
HII region. Observations of these structures are pre-
sented, e.g., by Van Buren et al. (1995) and Noriega-
Crespo et al. (1997). We note that these HII regions
have a somewhat elongated “tear-drop” shape, and
that the “cometary” label that is applied to them is
somewhat misleading.

The problem of the cometary HII region for a
star in hypersonic motion was solved analytically by
Rasiwala (1969) and numerically by Thuan (1975).
Axisymmetric gasdynamic simulations of this flow
were presented by Raga et al. (1997).

The standard, ram-pressure balance stellar wind
bow shock has the well used analytic solution of
Dyson (1975). Also, at a somewhat surprisingly later
time, an analytic solution to the full, thin shell stel-
lar wind bow shock problem (including the “centrifu-

1Instituto de Ciencias Nucleares, UNAM, México.
2Instituto de Astronomı́a, UNAM, México.
3STScI.

gal pressure”) was found (Wilkin 1996; Cantó et al.
1996). The stellar wind bow shock problem has been
studied extensively with gasdynamic numerical sim-
ulations (see, e.g., Stevens et al. 1992).

Stellar wind bow shock models have been used to
model compact/ultracompact HII regions formed by
young O stars within molecular clouds (e.g., Van Bu-
ren 1990; Mac Low 1991), moving at velocities of a
few km/s through the surrounding cloud. The mod-
els for these objects generally assume that the ion-
ization front is trapped within the stellar wind bow
shock, so that the flow differs from the detached bow
shock/HII region found in runaway O stars. Gasdy-
namic simulations of bow shock compact HII regions
have been presented by Arthur & Hoare (2006).

Simulations of bow shocks around runaway stars
have been computed including thermal conduction
(Meyer et al. 2014) and magnetic fields (Meyer et al.
2017). The cometary HII regions surrounding these
bow shocks have been modeled in detail (in axisym-
metry and 3D, including an environmental magnetic
field) by Mackey et al. (2013). Interestingly, even in
the work of Raga et al. (1997), which modeled both
the bow shock and the cometary HII region of run-
away O stars, these two structures of the flow have

395
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396 RAGA, CANTÓ, & NORIEGA-CRESPO

been considered separately. In the present paper we
explore the regime in which the bow shock, while not
trapping the ionization front, produces a substantial
absorption of the stellar ionizing photons, therefore
modifying the surrounding HII region.

We describe the flow by considering the thin shell
analytic solution (of Wilkin 1996; Cantó et al. 1996
and Cantó et al. 2005) for the stellar wind bow
shock. A review of this solution is presented in §2.
We then write a modified form for the equation of
Rasiwala (1969) and Raga et al. (1997), including
the absorption of ionizing photons by the bow shock
(§ 3) and integrate it numerically to obtain the self-
consistent HII region+bow shock solution for a set of
parameters (§ 4). Finally, in the summary (§ 5) we
diScuss the possible application of the new model for
the case of compact/ultracompact HII regions, and
the further steps that will be necessary to study the
full parameter space of these objects.

2. THE BOW SHOCK

A star with an isotropic wind of mass loss rate
Ṁw and (terminal) wind velocity vw moving hyper-
sonically at a velocity va through a uniform medium
of density ρa produces a double bow shock (with one
shock stopping the wind and the second shock push-
ing the environment). This is shown schematically
in Figure 1, as seen in a reference system moving
with the star.

Wilkin (1996) and Cantó et al. (1996) found an
analytic solution for the steady, thin shell stellar bow
shock problem:

Rb(θ) = R0 csc θ
√

3(1− θ ctg θ) , (1)

with

R0 ≡

√
Ṁwvw
4πρav2a

, (2)

and where the polar angle θ and the spherical radius
Rb are shown in Figure 1.

Interestingly, the axisymmetric gasdynamic sim-
ulations of Raga et al. (1997) show that even though
the bow shock driven by a runaway O star has a com-
plex, time-dependent structure and a separation of
≈ 0.3R0 between the two bow shocks, it still approxi-
mately follows the thin shell solution of equation (1).
We therefore adopt this thin shell solution as a valid
description of the stellar wind bow shock.

We also use the emission measure:

EM =

∫ h

0

n2dl , (3)

i.e., the square of the ion number density (n = ρ/m
for fully ionized H and singly ionized He) integrated

Fig. 1. Schematic diagram showing a star with an
isotropic wind interacting with a uniform, streaming en-
vironment (of density ρa and velocity va). A two-shock
stellar wind bow shock with a locus Rb(θ) (two thick,
solid curves) and a detached ionization front of locus
RIF (θ) (thick, dashed curve) are formed. The angles θ,
α and γ (used in the derivation of the model equations)
are shown.

across the width h of the thin shell. This integral
was calculated by Cantó et al. (2005) for a bow
shock travelling into an environment with a density
gradient, and their results can be used (by setting
the density gradient to zero) to obtain the emission
measure for a bow shock in a uniform environment:

EM = EM0 [fa(θ) + fw(θ)] gσ(θ) , (4)

with

EM0 =
ρavavw

2m2c20

(
Ṁwρa
4πvw

)1/2

, (5)

where m = 1.3 mH for gas with 0.9 H and 0.1 He
number abundance, c0 ≈ 10 km s−1 is the sound
speed of the photoionized gas, and fa(θ), fw(θ) and
gσ(θ) are given in Appendix A.

3. THE EQUATION FOR THE HII REGION

For a star that emits S∗ ionizing photons per
unit time, if the bow shock shell does not trap the
ionization front, we will have a cometary HII re-
gion surrounding the stellar wind bow shock (see
the schematic diagram of Figure 1). For a hypersonic
flow, the ionization front limiting this HII region will
not produce a hydrodynamic perturbation, and the
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HII REGIONS AND BOW SHOCKS OF FAST O STARS 397

Fig. 2. The ionization front (thick, solid outer curve)
and the stellar wind bow shock (thin, solid inner curve)
obtained for models with va = 20 km s−1 and na = 1 (top
frame), 100, 104 and 106 cm−3 (bottom). The dashed
curves show the ionization front that would be obtained
for a star with no wind. The (z, r) axes are given in units
of R0.

environmental material will therefore flow with den-
sity ρa and velocity va until it intercepts the bow
shock (see Figure 1).

The equation determining the locus RIF (θ) of the
ionization front is:

2π

3
sin θ

(
R3
IF −R3

b

)
n2aαH + nava2πrIF

drIF
dθ

=

2π sin θ

(
S∗
4π
− R2

bEMαH
cos γ

)
, (6)

where the terms in the equation represent:

Fig. 3. The same as Figure 2, but for the va = 100 km s−1

models (see Table 1).

• first term on the left: recombination in the re-
gion with radii Rb < R < RIF ,

• second left term: flux of neutrals entering the
ionization front,

• first term on the right: ionizing photon rate,

• second right term: recombinations within the
bow shock shell,

per unit time within the solid angle between θ
and θ + dθ. In this equation, rIF = RIF sin θ
is the cylindrical radius of the ionization front
and αH is the H recombination coefficient (we set
αH = 2.56× 10−13cm3 s−1).
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398 RAGA, CANTÓ, & NORIEGA-CRESPO

Fig. 4. The same as Figure 2, but for the va = 200 km s−1

models (see Table 1).

Combining equations (3-6) we obtain the dimen-
sionless equation:(

RIF
R0

)3

−
[
Rb
R0

(θ)

]3
+

χ

(
RIF
R0

)[
d(RIF /R0)

dθ
sin θ +

RIF
R0

cos θ

]
=

(
RS
R0

)3

− 3M2
a

2
G(θ) , (7)

where Rb/R0 is given by equation (1),

Ma =
va
c0

(8)

is the Mach number of the impinging environment
with respect to the isothermal sound speed of the
photoionized gas,

RS =

(
3S∗

4πn2aαH

)1/3

(9)

is the Strömgren radius and

χ =
3va

naR0αH
, (10)

where na = ρa/m is ion+atom environmental num-
ber density. The G(θ) function (describing the ab-
sorption of the bow shock shell as a function of θ) is
given in Appendix A.

Our equation (7) is a generalization of equation
(12) of Raga et al. (1997) (which has a dimensionless
parameter ξ = χR0/Rs) to the case of a cometary
HII region with an inner stellar wind bow shock pro-
ducing an appreciable absorption of the stellar ion-
izing photons.

For θ = 0 from equation (7) we have:(
RIF,0
R0

)3

− 1 + χ

(
RIF,0
R0

)2

=

(
RS
R0

)3

− 9M2
a

4
, (11)

where we have used the fact that G(0) = 3/2 (see
equation A17). This is a cubic equation which can
be inverted (analytically or numerically) to obtain
the on-axis radius RIF,0 of the ionization front. This
value can the be used to start a numerical integration
of the ordinary differential equation (7) which then
gives the shape RIF (θ) of the ionization front.

Depending on the values of the parameters χ,
RS/R0 and Ma, we find that equation (11) has ei-
ther:

• one real root with RIF,0/R0 > 1, or

• no root satisfying this condition

This latter situation corresponds to the case in which
the head of the bow shock traps the ionization front,

4. NUMERICAL RESULTS

As there is a considerable number of free parame-
ters, a general exploration of the possible parameter
space is lengthy (and also not very enlightening). We
therefore choose to explore a limited range of param-
eters, which is appropriate for the case of a runaway
O star passing through the plane of the Galaxy.
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TABLE 1

MODELS FOR AN O7 STAR PASSING THROUGH THE GALACTIC PLANE

va[km/s] na[cm−3] R0[pc] RS/R0 χ RIF,0/R0

20 1 2.61 26.0 2.90 25.1

20 100 0.261 12.1 0.290 12.0

20 104 2.61e-2 5.60 2.90e-2 7.45

20 106 2.61e-3 2.60 2.90e-3 3.25

100 1 0.522 130.0 72.4 109.8

100 100 5.22e-2 60.35 7.24 58.0

100 104 5,22e-3 28.01 0.724 27.7

100 106 3.22e-4 13.00 7.24e-2 12.5

300 1 0.174 390.1 651.8 255.8

300 100 1.74e-2 181.1 65.18 161.8

300 104 1.74e-3 84.0 6.518 81.8

300 106 1.74e-4 39.0 0.6518 38.3

For the runaway O star, we choose a O7V star
with wind velocity vw = 2500 km s−1, mass loss
rate Ṁw = 4.5 × 10−7M�yr−1 and ionizing photon
rate S∗ = 1049s−1. For the streaming environment
we choose three possible velocities (va = 20, 100
and 300 km s−1) and four possible number densities
(na = 1, 100, 104 and 106 cm−3). The values of R0,
RS/R0 and χ corresponding to the chosen models are
given in Table 1 (we do not list Ma = va/10 km s−1).

For the combinations of these environmental ve-
locities and densities we first calculate the axial
standoff distance RIF,0 of the ionization front from
equation (11). The results of this exercise are given
in Table 1. It is clear that for all of the chosen pa-
rameters the bow shock does not trap the ioniza-
tion front, and that an external HII region is pro-
duced. The smaller HII region (relative to the size
of the bow shock) is found for the va = 20 km s−1,
na = 106 cm−3 model, in which the on-axis radius
of the ionization front is ≈ 3 times the bow shock
radius (see Table 1).

With the RIF (θ = 0) = RIF,0 initial condition,
we integrate equation (7) to obtain the shape of the
ionization front. The results for the va = 20 km s−1

models are shown in Figure 2, the ones for the
va = 100 km s−1 models in Figure 3, and the results
for the va = 300 km s−1 models in Figure 4,

Figures 2-4 show the stellar wind bow shock
(equation 1), the ionization front RIF obtained from
equation (7), and the ionization front RI obtained
from equation (12) of Raga et al, (1997). RI is the
ionization front that would be obtained for a star
producing a S∗ ionizing photon rate, but with no
wind (and therefore no stellar wind bow shock). In-

terestingly, in all but the va = 20 and 100 km s−1,
na = 106cm−3 model, no difference can be seen in
the leading hemisphere of the HII region (i.e., for
z < 0).

Substantial differences between RIF and RI can
be seen in the trailing hemisphere. The absorption
of ionizing photons by the bow shock wings and the
lack of absorption within the stellar wind region lead
to the formation of either:

• a thin downstream “horn” of ionized gas (in the
va = 20 km s−1, na = 1→ 104cm−3 models, see
Figure 2, and in the other two na = 1 models,
see Figures 3 and 4),

• or a neutral, conical structure surrounding the
extended bow shock wings (in all of the other
models),

Except for the trailing region close to the bow
shock wings, and except for the va = 300 km s−1,
na = 1 cm−3 model (top frame of Figure 4, which
has a clearly non-spherical HII region), the ionization
front always has an almost spherical shape, with a
radius close to the Strömgren radius RS for a star
with S∗ in a stationary medium of density na (given
in the fourth column of Table 1). The sphere, how-
ever, is not centered on the position of the star, but
on a position downstream of the star. This effect is
described by the “χ � 1 solution” of equation (13)
of Raga et al. (1997), which to first order in χ corre-
sponds to a sphere of radius RS centered on a point
with a downstream offset of χR0/3 with respect to
the position of the star.
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Fig. 5. Minimum environmental density na,c (for captur-
ing the ionization front) as a function of velocity va for
the parameters of an O7V star (see the text).

5. DISCUSSION

Our exploration of the parameter space for the
interaction of a runaway O7 star with the surround-
ing ISM shows that there is:

• a low density, high velocity regime (illustrated
by our va = 300 km s−1, na = 1 cm−3 model,
see the top frame of Figure 4) in which an
elongated HII region with a tear-drop shape is
formed, with a characteristic size of several hun-
dred times the on-axis radius of the the stellar
wind bow shock,

• a high density, low velocity regime (illustrated
by our vw = 20 km s−1, na = 106 cm−3 model,
see the bottom frame of Figure 2) in which the
photoionized environment is confined to a lim-
ited region around the head of the stellar wind
bow shock,

• an “intermediate” regime (shown by all of the
other models, see Figures 2-4), in which the HII
region is approximately spherical, with a radius
≈ RS and a small offset downstream from the
stellar position, which intersects the stellar wind
bow shock wings downstream of the star.

It is clear that we have not explored parameters
for which the ionization front is trapped by the head
of the stellar wind bow shock. Which parameters
would be necessary for doing this? The condition for

ionization front capture at the head of the bow shock
can be obtained by setting RIF,0 = R0 in equation
(11), which gives:(

RS
R0

)3

= χ+
9M2

a

4
, (12)

where RS is given by equation (9), R0 by equation
(2), Ma by equation (8) and χ by equation (10) as
functions of the physical parameters of the flow. If
we fix the stellar parameters for an O7V star, the re-
maining free parameters are the density and velocity
of the streaming environment. Equation (12) then
gives us the minimum environmental density na,c as
a function of velocity va necessary for the ionization
front to be captured by the head of the bow shock.
The results of this exercise are shown in Figure 5.

We see that for the va = 1 → 40 km s−1 range
shown in Figure 5, the critical density is in the

na,c ∝ v
1/2
a regime obtained from equation (12) for

χ � 1. It is clear that for va ≥ 1 km s−1, large
environmental densities are required in order for the
bow shock to capture the ionization front!

For va>10 km s−1 stellar motions, na,c>107 cm−3

environmental densities are required, so that it is
unlikely that one will ever find such objects with
ionization fronts captured by the stellar wind bow
shocks. For lower values of va, one could have cap-
tured ionization fronts provided that the objects
travel within a dense molecular cloud (of densities
≈ 105 → 107 cm−3, see Figure 5).

We are, of course, now talking about com-
pact/ultracompact HII regions within dense molec-
ular clouds, produced by massive stars with veloci-
ties of a few km/s with respect to the surrounding
cloud. Interestingly, as we see in Figure 5, we could
also have O stars with va = 1 → 10 km s−1 with
bow shocks that do not capture the ionization fronts.
This parameter regime is interesting because it is not
correctly described by our present model.

For va < 10 km s−1, the steady bow shock+HII
region configuration (for a case in which the IF is
not captured by the bow shock) will have a motion
through the neutral environment that is subsonic
with respect to the c0 ≈ 10 km s−1 isothermal sound
speed of the ionized gas. Such an ionization front will
have a strong hydrodynamical effect, driving a shock
wave ahead of it into the neutral environment. The
post-shock material will be almost at rest with re-
spect to the star, and therefore will not shock again
before reaching the contact discontinuity against the
stellar wind.

The flow configuration will then have an inner
shock involving the stellar wind, and an outer shock
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surrounding an extended HII region. This outer bow
shock will be somewhat peculiar, since all of the post-
shock flow (even far along the bow shock wings) will
be subsonic (because the pre-shock flow is subsonic
with respect to c0). Therefore, the post-bow shock
flow will not have the typical division between a com-
pact axial subsonic region and an extended super-
sonic region farther away from the flow axis.

In a future paper we will continue with a
study of this interesting regime (already explored
by Arthur & Hoare 2006) with axisymmetric gasdy-
namic+radiative transfer simulations. Clearly, the
codes needed to do this have already been fully de-
veloped (see, e.g., Mackey et al. 2021).

This work was supported by the DGAPA
(UNAM) grant IG100422. We thank Dr. S. Kulka-
rni for a very interesting discussion which gave rise
to the work presented in this paper.

APPENDIX

A. ANGULAR DEPENDENCE OF THE
EMISSION MEASURE

In this appendix we give the functions determin-
ing the angular dependence of the emission measure
of the thin shell solution of equation (1). The func-
tions that we give here correspond to the results of
Cantó et al. (2005) evaluated for the case of a uni-
form environment,

We first give the functions used in equation (4):

fa(θ) =
[R′ cos θ + (dR′/dθ) sin θ]

2

R′2 + (dR′/dθ)
2 , (A13)

fw(θ) =
R′2

R′2 + (dR′/dθ)
2 , (A14)

gσθ) =
2
[
(va/vw)(1− cos θ) +R′2 sin2 θ/2

]2
R′ sin θ

√
(θ − sin θ cos θ)2 + (1−R′2)2 sin4 θ

,

(A15)
where R′ = Rb/R0 is given by equation (1) and

dR′

dθ
=

√
3 csc θ

[
(3 csc2θ − 2)θ − 3 ctg θ

]
2
√

1− θ ctg θ
. (A16)

We should note that gv(θ) has a dependence on
the va/vw velocity ratio. For the case of a runaway O
star, va/vw � 1, and we can therefore put va/vw ≈ 0
in equation (A15) and eliminate this dependence.

Finally, the G(θ) function of equation (7) is:

G(θ) =

(
Rb
R0

)2

[fa(θ) + fw(θ)] gσ(θ) sec γ , (A17)

where γ is the angle between the normal to the bow
shock and the direction towards the star (see Fig-
ure 1). This angle can be calculated through:

cos γ = sin(θ + α) , (A18)

where the slope of the bow shock shape is given by

tanα =
2 sin θ(sin 2θ − 2θ)

12θ cos θ − 9 sin θ − sin 3θ
. (A19)
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ABSTRACT

Analysis of spectral line profile variations observed over 6 decades in the Wolf-
Rayet system HD 5980 lead to the conclusion that Star A, the variable member of
the system, has always dominated the wind collision zone (WCZ), contrary to sug-
gestions that before 1994 the stronger wind belonged to its close companion, Star B.
The observed variations are caused by a combination of physical occultations, wind
eclipses and emission and absorption originating in the WCZ. The effects caused by
the leading WCZ branch, which folds around Star B, are clearly seen as it crosses
our line of sight to Star A during the secondary eclipse. These effects can inform
on the WCZ velocity and density structures. We speculate that differences in line
profiles at the same orbital phase but at different epochs may be linked to changes
in the WCZ radiative properties. The 2017-2020 spectra indicate that HD 5980 was
in a higher activity state than during 2010-2015.

RESUMEN

Se presentan observaciones recientes del sistema múltiple HD 5980 ubicado en
la Nube Menor de Magallanes que se complementan con los resultados de observa-
ciones efectuadas desde los años 1950s. Encontramos que la componente Star A,
que actualmente posee el espectro dominante tipo Wolf-Rayet, siempre ha sido la
estrella con el viento más intenso. Las variaciones en los perfiles de ĺıneas en emisión
se explican con una combinación de los siguientes procesos: eclipses atmosféricos,
emisión y absorción proveniente de la zona de interacción de los vientos, y ocul-
tamiento de regiones de esta misma zona. Las observaciones de 2017-2020 indican
un incremento en el nivel de actividad comparado con los años 2010-2015.

Key Words: binaries: eclipsing — stars: evolution — stars: mass-loss — stars:
winds, outflows — stars: Wolf-Rayet

1. INTRODUCTION

The current understanding of the structure and
evolution of massive stars is based on extensive the-

1Instituto de Ciencias F́ısicas, Universidad Nacional
Autónoma de México, México.

2Las Campanas Observatory, The Carnegie Observatories,
Chile.

3Department of Physics and Astronomy, & Pittsburgh Par-
ticle Physics, Astrophysics and Cosmology Center, University
of Pittsburgh, USA.

4Physikalisch-Meteorologisches Observatorium Davos and
World Radiation Center, Switzerland.

5Facultad de Ciencias Astronómicas y Geof́ısicas, Univer-
sidad Nacional de La Plata, and Instituto de Astrof́ısica de
La Plata, CONICET–UNLP, Argentina.

6Departamento de F́ısica, Universidad de La Serena, Chile.
7We mourn the loss of Rodolfo Barbá who passed away

during the final preparation phases of this paper.

oretical models (Brott et al. 2011; Ekström et al.
2012; Heger et al. 2000; Maeder & Meynet 2000;
Paxton et al. 2019), which, however, have many
tunable parameters (e.g., mass loss rate, mixing
length, among others). Constraints on these calcu-
lations and additional insights into the stellar struc-
ture are gleaned from theoretical atmosphere models
from which synthetic spectra are produced and can
then be compared with observations (Hillier & Miller
1998; Hillier & Lanz 2001; Puls et al. 2005; Hubeny
& Lanz 1995). Through this comparison, fundamen-
tal stellar parameters are derived.

An underlying assumption in nearly all theoreti-
cal models is that the observed spectrum arises in a
spherically symmetric atmosphere and wind. Thus,
the spectra of binary systems are generally modeled

403
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as the sum of the individual spectra arising in each
of the two stars. However, massive stars emit intense
ultraviolet radiation that drives a fast and dense stel-
lar wind. If a binary system is composed of two mas-
sive stars, their mutual irradiation and wind inter-
actions produce localized emission and absorption.
Because an observer’s line of sight to these local-
ized line-emitting regions changes over the orbital
cycle, their contribution to the observed spectrum
produces orbital phase-dependent variations in the
shape of spectral lines. This is referred to as line
profile variability which, if significant, introduces un-
certainties in the fundamental stellar parameters as
derived from fitting spectra of single stars. Partic-
ularly noteworthy are the challenges involved in de-
termining the contribution to the spectrum from a
wind collision zone (WCZ).

The first observational evidence pointing to the
presence of a WCZ in WN binary systems was
obtained for V444 Cyg, HD 211853 and HD 90657
by Koenigsberger & Auer (1985). These authors
detected orbital phase-dependent variations in the
shape of the C IV λ1540 P Cygni, consistent with a
WCZ dominated by the WR component of the sys-
tem. Shore & Brown (1988) used higher spectral
resolution UV data of V444 Cyg to reach a similar
conclusion. Auer & Koenigsberger (1994) modeled
the line profile variability in the N IV λ1718 line in
V444 Cyg assuming it was due to wind eclipses, and
found discrepancies between the model and the ob-
servations attributable to a WCZ. A similar analysis
of the P V λ 1117 line observed in the FUV spectrum
of HD 5980 led to the conclusion that the WR wind
velocity structure is truncated on the hemisphere
facing the companion due to the WCZ (Koenigs-
berger et al. 2006). These studies did not attempt
to model the actual emission arising in the WCZ,
an issue partially addressed by Luehrs (1997), who
assumed that emission line sub-peaks in C III λ5696
observed in the WC7+O5-8 binary HD 152270 could
be modeled as two separate emission lines originat-
ing in the outflowing WCZ streams. The same ge-
ometrical model has been applied to several other
binary systems (Hill et al. 2000; Hill 2020; Hill et al.
2018) leading to the conclusion that the excess emis-
sion produced in the WCZ is responsible for between
10%-100% of the observed line emission, depend-
ing on the spectral line and the binary system. A
somewhat different approach was employed by Flo-
res et al. (2001) who analyzed the excess emission
over that expected from an unperturbed, spherical
wind in the V444 Cyg binary, concluding that the
WCZ contributed no more than 12% of the total

He II λ4686 line emission. The major deficiency in
the simple models is that they rely on the assump-
tion that superposed peaks on a line profile can be
attributed uniquely to excess emission. This ne-
glects the possible presence of superposed absorp-
tion that can cut into the broad underlying emis-
sion, resulting in an appearance that mimics the
presence of emission peaks. In addition, in many
cases there is no certainty that the underlying stellar
wind line profile can be approximated with a stellar
wind model line profile unless this profile is com-
puted self-consistently with the perturbations intro-
duced by the collision process.

The collision of two supersonic winds produces a
double shock structure between them where radia-
tion is emitted in wavelengths ranging from X-rays
to the radio spectral regions (Corcoran 2003; Nazé &
Rauw 2017; Pittard 2009; Pittard & Dawson 2018;
Russell et al. 2016; Richardson et al. 2017; Lamberts
et al. 2012). The shape of the collision region is de-
termined primarily by the mass-loss rates and the
wind velocities, and in its simplest representation,
the shock region can be thought of as conical, and
folded towards the star having the weaker wind mo-
mentum (Prilutskii & Usov 1976; Cantó et al. 1996).
In reality, however, the geometry and physical con-
ditions within the WCZ are significantly more com-
plex, and require 3D numerical simulations to be un-
derstood. Complicating factors include the Coriolis
effect which breaks the symmetry of the shock cone
with respect to the line connecting the two stars, the
UV radiation field from the stellar continua and from
the WCZ itself which can alter the pre-shock wind
structure, and the cooling efficiency of the shocked
gas which determines the thickness and radiating
properties of the shocked region. Simulations taking
these factors into account show that binary systems
having different combinations of wind, stellar and or-
bital parameters can result in a WCZ that is either
a dominant contributor or a relatively minor pertur-
bation (Pittard 2009; Russell et al. 2016; Richard-
son et al. 2017; Pittard & Dawson 2018). Thus, in a
sample of massive binary systems, each binary may
have a unique set of parameters, and these result in a
WCZ whose emitting properties differ from those of
any other binary. This makes it challenging to deter-
mine general properties that characterize the impact
of a WCZ on the observed spectrum. It is equally
challenging to ascertain the relevance of the WCZ on
the emission line profiles and their variability.

The close binary system in HD 5980 provides
what could be described as nearly laboratory con-
ditions for studying wind-wind collision physics.
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Specifically, it is a system in which the masses and
orbital elements have remained constant during the
more than 60 years over which it has been observed
but in which one of the components has suffered
significant luminosity and wind structure changes.
HD 5980 is located in the periphery of the young
stellar cluster NGC 346 in the Small Magellanic
Cloud, and consists of two binary systems. The
first of these displays a nitrogen sequence Wolf-
Rayet (WN) type spectrum, indicative of chemical
abundances corresponding to an advanced evolution-
ary state (Koenigsberger et al. 2014; Shenar et al.
2016; Hillier et al. 2019). Its two stars are massive
(≈60 M�), luminous (≈106 L�), and in a relatively
close and eccentric orbit (P=19.3 d, e = 0.3). They
are named Star A and Star B. The second binary
system displays a late Of-type supergiant spectrum
and is in a highly eccentric 97 d orbit with an un-
seen companion. This system, named Star C, con-
tributed in 1978 approximately 40% of the light to
the HD 5980 system (Perrier et al. 2009). There is at
present no evidence indicating that both binary sys-
tems are gravitationally bound to each other. Hence,
we focus hereafter on the Star A + Star B system.

Prior to its confirmation as a binary system,
Smith (1968) and Walborn (1977) classified the ob-
served WR spectrum as WN3, with the latter author
remarking on the absence of N IV λ4058 in spec-
tra of 1973 and 1977. Curiously, about a decade
later Niemela (1988) detected this line, prompting
her to propose WN3 and WN4 for Star A and Star
B, respectively. Unknown at the time was that the
system had initiated in ≈1980 a slow brightness in-
crease and that all the WR emission lines, includ-
ing λ4058, were becoming stronger. In 1993-1994,
HD 5980 suffered two sudden and strong eruptive
events, expelling ≈10−3 M� (Barbá et al. 1995;
1995ApJ...452L.107K). The absence of λ4058 in 1973
and 1977, its presence after that, and the appearance
and strengthening of numerous UV Fe V and Fe VI

lines leading up to the eruptions prompted Koenigs-
berger et al. (1995) to propose that the erupting com-
ponent was the object responsible for the WR-type
spectrum. At that time, however, it was believed
that the dominant spectrum arose in Star B. How-
ever, subsequent RV measurements of these same
Fe V/IV features showed them to instead follow the
orbital motion of Star A, and Barbá et al. (1995)
found indications of a large hydrogen abundance in
the post-eruption spectra, not expected to be present
in a bona fide WNE type star, as Star B was be-
lieved to be. Hence, the eruptive events were associ-
ated with an LBV-like process originating in Star A

which, at the time, was believed to be an Of-type
supergiant.

At the peak of the eruption, the dominant spec-
tral type was WN11, as determined from spectra
in the optical range (Heydari-Malayeri et al. 1997)
or B1.5Ia+ from UV spectra (Koenigsberger et al.
1996). After that, the brightness declined rapidly
until ≈1996, remaining at an apparent plateau un-
til ≈2002, after which it declined gradually. Cur-
rently, the N IV λ4058 emission is still significantly
stronger than N V λλ4603-21, indicating a WN6
spectral type. All strong lines follow the orbital mo-
tion of Star A.

Moffat et al. (1998) reviewed the behavior of
HD 5980 prior to, during, and following the erup-
tion and concluded that Star A must have been an
O-type supergiant that through the eruptive process
had transitioned to a WN star. They also proposed
that the spectrum of this assumed O-type star and of
Star B had been drowned out by wind collision emis-
sion, and proposed that the WCZ spectrum imitated
that of a WN star. Applying the Luehrs method to
spectra obtained in 1991/1992, they concluded that
the WCZ extended perpendicular to the semimajor
orbital axis and that the emission-line RVs could not
be interpreted as representing in any way the orbital
motion. This conclusion is in stark contrast with
the cmfgen radiative transfer model fit obtained to
HD 5980’s λλ1200 -10000 spectral energy distribu-
tion and emission line intensities observed in 1999
and in 2014 (Koenigsberger et al. 2014; Shenar et al.
2016; Hillier et al. 2019). Thus, the bulk of the emis-
sion must arise in the stellar winds which, however,
does not exclude the presence of additional emission
and absorption arising in the WCZ.

The current scenario for HD 5980 is one in which
Star A is a highly unstable hydrogen rich WN star
and Star B is a hydrogen poor bona fide WN4
star, and that both objects have evolved quasi-
homogeneously from ≈100 M� stars (Koenigsberger
et al. 2014; Shenar et al. 2016; Hillier et al. 2019).
This scenario, however, leaves open the important
question as to why Star A is so unstable, a ques-
tion that is highly relevant to understanding the late
stages of the evolution of very massive stars. It also
begs an explanation for the peculiar behavior of the
N IV λ4058 line in 1973-1983 which would indicate
that Star B was also somehow involved in the insta-
bility process.

In § 2 we describe the new data, summarize the
historic data used in our analysis, and describe the
measurements. In § 3 we present an overview of the
system, including its known parameters, assumed ge-
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ometry, and a definition of the orbital phases. In § 4
we present and discuss the radial velocity curves, the
full width at half maximum variations in the emis-
sion lines and the hydrogen to helium line strength
ratios. In § 5 we describe and discuss the line profile
variability. The nature of Star B is discussed in § 6.
§ 7 contains a summary of the observational results
and the conclusions.

2. OBSERVATIONAL MATERIAL

The new data presented in this paper were ob-
tained at the Las Campanas observatories (LCO)
with the Magellan Clay and Baade telescopes in
2007-2020 and with the DuPont telescope in 2015-
2020. We also revisited all the previously analyzed
spectroscopic data. The summary of spectra is listed
in Table 1 where Column 1 gives the epoch in years
of the observations, Column 2 the telescope or in-
strument, Column 3 the number of spectra avail-
able, Column 4 the type of dispersion (Low, Medium,
High), Column 5 the approximate wavelength range
covered, and Column 6 the reference where the spec-
tra were first reported.

On the du Pont telescope, the standard setup was
using the echelle spectrograph and a 1” slit. The
spectral resolution of these data ranges from 0.15
to 0.22 Å (R ≈ 25000) and the wavelength coverage
goes from 3500 to 8800 Å. Spectra were reduced with
IRAF. The high resolution Clay (Magellan-II) spec-
tra were obtained with the Magellan Inamori Ky-
ocera Echelle spectrograph (MIKE) using a 0.7” slit
and applying a 2×2 binning to both blue and red
detectors. This configuration results in a spectral
resolution of ≈34000 (FWHM ranging from 0.10 to
0.25 Å).

Reductions were carried out with a combination
of specially designed IRAF scripts contained in the
‘mtools’ package developed by Jack Baldwin and
available at Las Campanas website, and the usual
‘echelle’ tasks in IRAF.

The instrumental response in the echelle orders
needs to be corrected in order to analyze line pro-
file variability. In the case of very weak and narrow
lines that lie in orders that are not densely packed
with spectral lines, rectification of the echelle or-
ders can be accomplished by fitting a function to
the line-free continuum regions in the order. This
method was applied to the echelle order containing
N V λ4944, using a three to nine order spline func-
tion. This method, however, is useless for lines such
as He II λ 5411 which occupy at least ≈64% of the
echelle order, leaving available only very narrow con-
tinuum regions near the edge of the order for locat-
ing the continuum level. In addition, there is no

guarantee that a function fit to the edges of an or-
der will properly represent the continuum near the
center. Although several of the LCO spectra were
flux-calibrated using nearby standard stars, the con-
tinuum level near the edges of the orders generally
departs significantly from the straight line expected
over the ≈100 Å covered by the order.

The technique we have applied is to choose spec-
tral lines for which adjoining orders are free from
major line features and use these as representative
of the response function. The best line to apply this
technique is He II λ5411, which generally lies on or-
der #35 in our LCO spectra, and for which the two
adjoining orders (34 and 36) are feature-free. We
thus normalized this He II line on all our du Pont-
echelle spectra by dividing the counts registered in
order #35 by the average counts of orders #34 and
#36 for each pixel along the wavelength dispersion
direction. This procedure yields a uniformly normal-
ized set of line profiles. An additional advantage of
using He II λ5411 is that there are no overlapping
transitions from other abundant atomic species that
contaminate it in the hot star spectra. Thus, it is
a reliable line for probing the processes responsible
for the line profile variability and for obtaining au-
tomated radial velocity and intensity measurements.

Foellmi et al. (2008) showed that the majority of
the He II and He II+H emission lines in the HD 5980
spectrum undergo similar orbital-phase dependent
variability. Inspection of our current spectra indi-
cates that this is still the case, so the conclusions
derived from the variability of He II λ5411 profiles
are applicable to most other lines with the exception
of N IV λ 4058. This line is in general narrower and
the line profile variability is not as strong. Unfortu-
nately, the echelle order on which it is found and the
neighboring orders contain several other strong emis-
sion lines, making a reliable normalization in this
region very uncertain.

Radial velocity and line strength measurements
were performed using two methods. An auto-
mated procedure was used on the echelle orders
that were uniformly normalized using neighboring
orders. This procedure integrates over the emission
line intensity above the normalized continuum level
to obtain the total line strength and the intensity-
weighted line centroid as defined in Koenigsberger &
Schmutz (2020). This technique was applied to the
He II λ 5411 line. Spectra for which a consistent con-
tinuum normalization from spectrum to spectrum is
not straightforward were measured individually us-
ing the IRAF function that fits one or more Gaus-
sians to a line profile, a method that provided the
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TABLE 1

AVAILABLE SPECTROSCOPIC DATA

Epoch Observatory/Instrument Number Disp ≈ ∆λ Å Reference

1955-1965 SAO Radcliff 22 L 4000-4900 Koenigsberger et al. (2010)

1973 CTIO 1 L 3300-4800 N. Walborn (Priv. Comm.)

1977 CTIO 1 L 3400-4900 N. Walborn (Priv. Comm.)

1978 IUE 1 L 1150-2000 Moffat et al. (1989)

1979-1981 IUE 7 H 1150-2000 Moffat et al. (1989)

1979-1981 IUE 7 H L 1800-3250 Koenigsberger et al. (2010)

1986 IUE 12 L 1150-2000 Moffat et al. (1989)

1991-1992 IUE 10 H 1150-2000 Koenigsberger et al. (1994)

1993 BEFS ORFEUS 1 H 920-1180 Koenigsberger et al. (2006)

1994 CTIO IUE 1 L 1170-8000 Koenigsberger et al. (1998b)

1994-1995 IUE 18 H 1150-2000 Koenigsberger (2004)

1998-1999 ESO 2.1m FEROS 28 H 3900-8500 Schweickhardt (2000)

1999-2000 FUSE 2 H 920-1180 Koenigsberger et al. (2006)

1999-2000 HST STIS 6 H L 1200-10000 Koenigsberger et al. (2000)

2002 FUSE 8 H 920-1180 Koenigsberger et al. (2006)

2005-2006 ESO 2.1m FEROS 13 H 3700-9000 Foellmi et al. (2008)

2009-2010 LCO IMACS B&C MagE 6 L optical This paper

2009 HST STIS 1 H 1200-1700 Georgiev et al. (2011)

2006-2020 LCO du Pont echelle 52 H 3480-9500 This paper

2007-2019 LCO MIKE 8 H 3330-9150 This paper

2014, 2016 HST STIS 1 H L 1200-10000 Hillier et al. (2019)

2018-2020 LCO MagE 10 M 3000-9000 This paper

radial velocity measurements of N V λ4944 listed in
Table 10. This line clearly splits into two compo-
nents at orbital phases of maximum velocity and,
because of its small transition probability, must be
formed in high density regions such as near the con-
tinuum optical depth unity zone of the stellar wind.
Hence, it is considered to be possibly the only emis-
sion in the optical spectral range that can be used to
describe the binary orbital motion. Koenigsberger
et al. (2014) measured it mostly on the non-echelle
spectra to determine the orbital elements of Star
A and Star B. Because this N V line is so narrow
(GFWHM≈250 km/s in each star), there are avail-
able continuum segments on the echelle order on
which it is located that can be used to normalize
the spectrum. We have employed a spline function
of 5th to 11th order (depending on the spectrum)
which has produced a relatively flat continuum in the
vicinity of this N V line, which was then measured by
using two Gaussians to de-blend the velocity compo-
nents. We also re-measured consistently the spectra
reported in Koenigsberger et al. (2014), all of which
were obtained prior to 2013.

The He II λ 4686 and He II+Hβ (Table 11), and
the N IV λ 3483 and N IV λ 4058 (Table 12) lines

in the FEROS, HST/STIS, and low-dispersion LCO
spectra were also measured, but here using a sin-
gle Gaussian fit. The corresponding tables list ra-
dial velocity (RV), equivalent width (EW), and full
width at half maximum intensity (FWHM), and pre-
viously determined values listed in Koenigsberger
et al. (2010).

A useful matrix of the observed spectra per or-
bital phase and epoch is given in Table 9, where one
can see that a very good orbital phase coverage ex-
ists for Epochs 1998-1999 (FEROS) and 2010-2012
(du Pont echelle). In addition, several of the or-
bital phases obtained at LCO in 2017-2018 overlap
with the earlier data allowing a same-phase, epoch-
to-epoch comparison.

Unless noted otherwise, all of the line profiles and
radial velocities that are discussed in the text of this
paper are corrected for the +150 km/s SMC systemic
velocity. This choice of systemic velocity is based
on the heliocentric radial velocity +150 km/s that
was obtained by Niemela et al. (1986) from the He II

photospheric absorption lines of a sample of massive
stars in NGC 346.
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408 KOENIGSBERGER ET AL.

TABLE 2

HD 5980 PARAMETERS

Parameter Value Comment Reference

PAB [d] 19.2654 Orbital period Star A + Star B Sterken & Breysacher (1997)

T0 [HJD] 2443158.71 Initial epoch (periastron) Sterken & Breysahcer (1997)

i [deg] 86(1) Orbital inclination Perrier et al. (2009)

e 0.314(5) Orbital eccentricity (photometry) Perrier et al. (2009)

e 0.297(35) Orbital eccentricity (RV curves) Kaufer et al. (2002)

e 0.27(2) Orbital eccentricity (RV curves) Koenigsberger et al. (2014)

ωper[deg] 132.5(1.5) Longitude of periastron (photometry) Perrier et al. (2009)

ωper[deg] 134(4) Longitude of periastron (RV curves) Koenigsberger et al. (2014)

aA sini [R�] 78(3) Star A semimajor axis Koenigsberger et al. (2014)

aB sini [R�] 73(3) Star B semimajor axis Koenigsberger et al. (2014)

a sini [R�] 151(4) Orbital semimajor axis Koenigsberger et al. (2014)

MA sin3i [M�] 61(10) Star A mass Koenigsberger et al. (2014)

MB sin3i [M�] 66(10) Star B mass Koenigsberger et al. (2014)

rper [R�] 104 Periastron separation Adopting e=0.314, a=151

rap [R�] 199 Periastron separation Adopting e=0.314, a=151

ρ1 0.158(5) Optically thick Star A relative radius Perrier et al. (2009)

ρ3 0.108(3) Optically thick Star B ” ” Perrier et al. (2009)

ρ2 0.269(14) Optically thick envelope ” ” Perrier et al. (2009)

RA [R�] 24 Star A radius From ρ1 and a=151

RB [R�] 16 Star B radius From ρ2 and a=151

Renv [R�] 41 Star B envelope radius From ρ3 and a=151

`A 0.398 Relative light contribution Star A Perrier et al. (2009)

`B 0.300 Relative light contribution Star B Perrier et al. (2009)

`C 0.302 Relative light contribution Star C Perrier et al. (2009)

PC [d] 96.56(1) Orbital period Star C Koenigsberger et al. (2014)

TC [HJD] 2451183.40 Initial epoch Star C (periastron) Koenigsberger et al. (2014)

eC 0.815(20) Orbital eccentricity Star C Koenigsberger et al. (2014)

ωper[deg] 252(3) Longitude of periastron Star C Koenigsberger et al. (2014)

3. OVERVIEW OF THE SYSTEM

Table 2 provides a summary of the HD 5980 pa-
rameters, with values that have been compiled from
the references listed in the last column. Appendix A
provides a detailed historical overview and describes
the methods used to determine these parameters.

The eruptive variable in the system was named
Star A by Barbá et al. (1996) and its close compan-
ion is Star B. This nomenclature has been retained
ever since. Star A and Star B form an eclipsing
system (Breysacher & Perrier 1980, 1991). The or-
bital phases throughout this paper are determined
using the ephemerides of Sterken & Breysacher
(1997): T0=2443158.705, P=19.2654d, where T0 cor-

responds to primary eclipse (Star A between the ob-
server and Star B).8

Star A and Star B are in an eccentric orbit, and
our adopted orbital configuration is illustrated in
Figure 1 in a frame of reference with origin in Star B.
Orbital phase φ=0 corresponds to the eclipse of Star
B by Star A. The second eclipse occurs at φ=0.36
and periastron passage occurs at φ=0.061. The rea-
son for choosing a frame of reference centered on Star
B is that all the radial velocity (RV) measurements

8We have determined a possible revised ephemeris
PGamen=19.2658d, TGamen=2443158.872, with the latter
value being similar to that obtained by Foellmi et al. (2008),
TFoellmi=2443158.865. The difference in the phases as deter-
mined with the Sterken & Breysacher (1997) ephemerides and
the revised one is <0.025, which has only a minor effect on
the results of our current study. Hence, for consistency with
our previous investigations, all our phases are calculated with
the Sterken & Breysacher (1997) ephemeris.
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HD 5980 WIND COLLISION ZONE 409

Fig. 1. Star A + Star B orbital phases in a coordinate
system that is centered on Star B and an observer lo-
cated at the bottom of the plot. Eclipses occur at φ=0
and 0.36, and periastron at φ=0.061, corresponding to
ωper=133◦ (Perrier et al. 2009). The relative radii are
drawn to scale, using the values that were obtained by
Perrier et al. (2009) and a semi-major axis of the ellip-
tic orbit a=151 R� as derived by Koenigsberger et al.
(2014). The color figure can be viewed online.

of the strong emission lines follow the expected or-
bital motion of Star A, except for a brief phase in-
terval centered around orbital phase 0.36, which will
be discussed below. The observer is located at the
bottom so that the maximum approaching velocity
of Star A occurs in the phase interval ≈0.66-0.82
and maximum receding velocity in the phase range
≈0.05-0.25. The relative sizes of Star A and Star B
that are depicted correspond to the continuum emit-
ting disk, RA and RB based on the results of Perrier
et al. (2009) and Koenigsberger et al. (2014).

The spectral energy distribution (SED) of
HD 5980 is extremely blue, as is evident in Figure 2,
which illustrates the SED at both eclipses and at two
different observation epochs separated by 15 years.
The observed HD 5980 spectral energy distribution
includes the continuum and the photospheric absorp-
tion lines from a “third light source”, named Star
C. This source was first discovered by Breysacher
& Perrier (1980) and currently contributes approxi-
mately 30% of the total flux in the visual spectral re-
gion. Niemela (1988) showed that the photospheric
absorptions remained static over the 19.3 d orbital

Fig. 2. Spectral energy distribution in epochs 1999-2000
(black) and 2014-2016 (red) obtained with HST/STIS
showing the changes between the high (black) and low
states (red) states. The top panel shows spectra at or-
bital phase φ=0 and the bottom panel at φ=0.36. The
green spectrum in the bottom panel is a cmfgen model
of Star C. The color figure can be viewed online.

period. Kaufer et al. (2002) discovered that these
absorptions follow a highly eccentric (e ≈ 0.8) orbit
with a period PC=97 d. This result was confirmed
and refined by Koenigsberger et al. (2014), who also
discussed the possible relation between the Star A+
Star B system and the Star C system. It is as yet
not clear whether the two binary systems are bound
and in a very long-period orbit, or whether it is a
line-of-sight coincidence.

The photospheric absorption spectrum of Star C
was analyzed by Georgiev et al. (2011) and Koenigs-
berger et al. (2002), and was shown to have a spectral
type similar to that of an O5-7 supergiant. The cm-
fgen model that was used in Hillier et al. (2019) to
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Fig. 3. Integrated intensity in the wavelength band
λλ5380-5440 in spectra obtained at elongation phases
plotted as a function of Julian day. The corresponding
epoch in years is listed in the top scale. Orbital phases
φ=[0.15, 0.26] are plotted in red and [0.57, 0.80] are plot-
ted in blue. The vertical lines mark the years 2008-2016
which enclose the time interval in which the system was
in a low state. The color figure can be viewed online.

model its SED is illustrated in the bottom panel of
Figure 2. The full width at half maximum (FWHM)
of Star C’s absorption lines is ≈75 km/s and thus
easily identified when superposed on the WR emis-
sion lines. The secondary component that orbits the
supergiant star has remained undetected, thus spark-
ing the speculation that it may be a very rapidly ro-
tating star whose photospheric absorptions are too
broad and weak to be detected.

3.1. The High and the Low Activity States

The stellar wind properties of Star A changed
significantly between the late 1990s and the current
epoch. The most evident change is the diminution
in emission line strength, as illustrated in Figure 3
where we plot the integrated intensity of He II λ5411
in the wavelength range λλ5400-5425 in epochs 1998-
2020. Plotted are only data at elongation phases,
when eclipse effects are minimized. The “high” state
following the 1994 outburst persists in 1998 and
1999, followed by a relatively rapid transition during
≈2005-2007 to a “low” state which persisted through
≈2010-2017. Light curves obtained during the tran-
sition and during the low state are illustrated in the
appendix (Figure 24).

Fig. 4. Integrated intensity in the wavelength bands
λλ5400-5425 as a function of orbital phase. The epochs
are: 1998-1999 (blue squares), 2005-2009 (black tri-
angles), 2010-2015 (green triangles), 2017-2020 (red
squares). The color figure can be viewed online.

Also evident in Figure 3 is an increase in line
intensity during 2017-2020, which suggests that the
system was in a more active state. The orbital phase-
dependent view of the same data is given in Figure 4,
which indicates that in 2017-2020 maximum inten-
sity is centered around orbital phase 0.5, very simi-
lar to the maximum observed during the high state.
Conversely, Figure 4 also shows that during the low
state of ≈2010-2015, there is a reduced line intensity
after orbital phase ≈0.5, compared to other epochs.
In this orbital phase interval the system is near apas-
tron, and Star A is approaching the observer.

The high and low states can also be clearly iden-
tified in the HST/STIS spectra which provide the
absolute-flux calibrated spectral energy distribution
(SED) in the wavelength range λλ1200-10000. Six
orbital phases were obtained during the 1999-2000
high state. Unfortunately, only one spectrum at each
eclipse during the low state could be acquired. Thus,
we can only compare the SEDs for different epochs
at eclipse phases. In the low state, both the con-
tinuum and the lines are weaker (Figure 2). The
diminution in continuum flux at λ5470 is ≈27% and
is approximately equal at both eclipses. The diminu-
tion in emission line flux (above the continuum level)
is 20%-68% depending on the line, and differs con-
siderably at primary eclipse compared to secondary
eclipse (see Table 3).
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TABLE 3

FLUXES AND VELOCITIES (IUE AND HST)

Epoch Phase 〈Fc〉 F5411 F3483 F4058 Vwind

1999 0.83 1.26 2.20 2.39 1.35 1770:

1999 0.05 1.06 1.53 1.19 1.20 1380

1999 0.15 1.30 2.14 2.85 1.22 1350

1999 0.36 1.04 2.08 1.81 1.06 2500

1999 0.40 1.14 1.91 1.97 1.05 2100

2000 0.00 0.95 1.68 2.39 1.03 1500

2002 0.99 · · · · · · · · · · · · 1860

2009 0.99 · · · · · · · · · · · · 2260

2014 0.00 0.70 0.94 1.46 0.54 2110

2016 0.36 0.74 0.89 1.45 0.34 2800:

Notes: 〈Fc〉 is the average flux in the continuum
in the wavelength band 5460-5480 Å given in units of
10−13 ergs/(cm2 s Å). Fλ is the integrated flux over the
emission line above the continuum level, given in units of
10−12 ergs/(cm2 s). Vwind is an estimate of the wind ve-
locity obtained from the edge of the He II λ1640 P Cygni
profile given in km/s; values of 1999-2009 taken from
Georgiev et al. (2011); the value of 1993 was measured
on the PV 1117 Å line in the ORFEUS BEF spectrum
that is reported in Koenigsberger et al. (2006).

4. RV CURVES, FWHM VARIATIONS AND
H/HE LINE STRENGTHS

4.1. RV Curves

Figure 5 displays the RV measurements of
N V λ4944 in the 2008-2020 spectra and the RV
curves that correspond to the orbital solution given
by Koenigsberger et al. (2014). This line arises from
a transition between two excited states and requires
a high density region, such as the base of a WR
wind, in order to become visible in the spectrum.
In a system with an orbital separation such as that
of HD 5980, the inner wind region is unlikely to be
subjected to perturbations caused by the radiation
field of the companion or the wind-collision. Thus,
Figure 5 clearly shows that there are two sources of
N V λ4944 emission and leaves little doubt that the
Star A + Star B system contains two very massive
stars in an eccentric orbit, each of which has a wind
dense enough to produce this emission.

Figure 5 includes the N IV λ4058 RVs that
were measured on spectra of 1994-2020. Its phase-
dependent behavior is very similar to that of the
Star A RV measurements of N V λ4944, but with
a smaller amplitude and larger scatter. N IV λ4058
is plotted once again in Figure 6 (top left) together
with N IV λ3483, the latter showing a similar trend
despite the scarcity of spectra containing this line.

Fig. 5. Radial velocity of N V λ4944 as a function
of orbital phase for epochs 2008-2012 (filled triangles)
and 2013-2020 (open triangles), and N IV λ4058 (filled
squares). The dash curves indicate the orbital solution
given in Koenigsberger et al. (2014). The velocities are
corrected for the SMC velocity. The color figure can be
viewed online.

Figure 6 also shows the RV measurements of Hβ (top
right) and He II λ4686 (bottom left) which have an
even smaller variability amplitude than N IV λ4058.

The intensity-weighted RVs of He II λ5411 in the
FEROS and du Pont echelle spectra are plotted in
Figure 6 (bottom right). This type of measurement
differs from that performed on the other lines (Gaus-
sian fits) in that it is automated, does not depend
on a chosen continuum level, and the wavelength
range over which the centroid is computed remains
fixed. Despite the different measuring method, the
He II λ5411 RVs have a very similar behavior to
those of Hβ and He II λ4686. Noteworthy in the
He II lines as plotted in Figure 6 is the lack of neg-
ative RVs. The amplitudes and systemic velocities
of the RV curves of WR stars can often depend on
the line being measured. The differences are re-
lated to optical depth effects and the wind ioniza-
tion and velocity structure. However, the RV curve
amplitude of an emission line profile produced in a
spherically symmetric, constant, wind should remain
constant. In fact, even in the close WN6+O6 bi-
nary V444 Cyg (Porb=4.2 d) the He II λ4686, λ5411,
N IV λ4058 and N V λλ 4603-19 RV curves have
very similar shapes and amplitudes (Münch 1950;
Marchenko et al. 1994). Thus, the lack of nega-
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Fig. 6. Radial velocities of N IV λ4058 (top left,
blue squares, Table 12), N IVλλ3478-3484 (top left, red
squares, Table 12, shifted by -80 km/s), Hβ (top right,
red squares, Table 11), and He II λ4686 (bottom left,
green triangles, Table 11). Black symbols correspond
to historic values (Epochs 1955-1995). The bottom right
panel shows the intensity weighted radial velocities of the
He II λ5411 emission contained within the wavelength
band λλ5380-5440. The symbols correspond to: 1998-
1999 (black squares), 2005-2009 (black triangles), 2010-
2015 (green triangles), 2017-2020 (red squares). All RVs
are corrected for the adopted +150 km/s SMC systemic
velocity. The color figure can be viewed online.

tive RVs in the HD 5980 He II lines is a significant
piece of information, and it leads to the conclusion
that these lines arise in both stellar components, al-
though Star A is in general the dominant contribu-
tor. This, of course, is not unexpected given the fact
that the N V λ 4944 line indicates that both stars
possess WR-type winds.

Foellmi et al. (2008) actually observed a resolved
blue-shifted emission in N V λ4603−21, He II λ4341,
Hγ and other lines at orbital phase φ=0.13. The ex-
cess blue emission in N IV λ4058 could also be in-
ferred at φ=0.13, although it is not resolved. Hence,
although Star B is clearly associated with WR-type
emission lines, the dominant component is Star A.
Furthermore, the fact that the He II RV curves have
retained the same shape since the 1950s leads to the
conclusion that Star A has been the dominant con-
tributor to the emission line spectrum throughout all
epochs at which it has been observed. Hence, it was
a WR star when the 1993-1994 eruptions took place.

A second conclusion is that the intensity weighted
centroids of He II λ5411 in epoch 2017-2020 have a

larger positive velocity than other epochs at orbital
phases when Star A is receding from the observer,
indicating that something has recently changed in
the system.

4.2. Full Width at Half-Maximum (FWHM)
Variations

An outstanding feature of the HD 5980 emission
lines is the high amplitude variation in the full width
at half maximum which has been observed since the
1970s (for references, see the historic review in the
Appendix). We measured the FWHM in He II λ4686
and Hβ in the majority of our new spectra and com-
plemented these data with measurements of previous
observations listed in Koenigsberger et al. (2010).
The results, listed in Table 11 and summarized in
Figure 7, can be described as follows. First, the
variations are qualitatively the same in all epochs
between 1955-2020, and they consist of two dips over
the orbital cycle. The dips are centered ≈0.05 after
eclipse minima, with the dip around primary mini-
mum being significantly narrower than that at sec-
ondary minimum. Second, the descent in FWHM
at primary minimum occurs very abruptly and is
nearly identical in all observation epochs. The as-
cent after minimum appears to be similarly abrupt,
but the data covering this part of the curve are insuf-
ficient to confirm this. Third, the maximum ampli-
tude in 1955-1963 is very similar to that in 2005-2020
with max(FWHM)≈2000 km/s, contrasting with the
1998-2000 epoch in which max(FWHM)≈1650 km/s.
This latter velocity is consistent with the derived
wind velocity from UV P Cyg profiles in 1999-2000 at
all orbital phases, except when Star B is in front (see
Table 3). The downward shift of the FWHM curve of
1990-2000 reflects the fact that the lines were gener-
ally narrower during this post-outburst epoch, and it
is consistent with the slower maximum wind speeds
measured during those years.

The broader dip in the FWHM plot around the
secondary eclipse is consistent with the presence of
an extended envelope surrounding Star B, as has pre-
viously been found by Breysacher & Perrier (1980)
and Perrier et al. (2009) from continuum light curves.
Inspection of the Perrier et al. (2009) Figure 4
shows that the eclipse starts at φ ≈0.30 and ends
at φ ≈0.42. As this is a continuum eclipse, the
primary source of absorption/scattering of Star A’s
continuum photons as they pass through Star B’s
wind is electron scattering, which has a relatively
small opacity. At spectral line frequencies, how-
ever, the opacity is much larger because the bound-
bound transitions have cross-sections that are orders
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Fig. 7. Full-width at half maximum intensity of He II

λ4686 (top) and Hβ (bottom) in epochs 1955-1965 (red),
1990-2000 (green), 2005-2013 (blue rectangles) and 2014-
2020 (blue triangles). The color figure can be viewed
online.

of magnitude larger than electron scattering. Hence,
an occultation caused by wind material at spectral
line frequencies takes up a larger fraction of the or-
bital cycle than the eclipse at continuum frequencies.

The continuum photons from a source that is
passing on the far side of a spherically expanding
wind are absorbed/scattered in the wind, and the
projected velocity field is such that the resulting
emission line profile is absorbed at all wavelengths,
but given the opacity distribution, the effect is most
prominent in the line wings (Auer & Koenigsberger

1994). This leads to a narrower emission line pro-
file during the wind eclipse phases compared to the
out-of eclipse phases.

Focusing now on the secondary dip in the FWHM
plot, one can see that its descent initiates at φ ≈0.3
(similar to the continuum light curves) but the as-
cent does not end until φ ≈0.6. This leads to the
conclusion that the envelope around Star B is more
extended post-eclipse than pre-eclipse.9 Hence, we
interpret this asymmetry to be due to the trailing
flow of the wind collision region which, as it passes in
front of Star A , has a range of velocity components
that provide added absorption to that of the intrin-
sic P Cyg absorption produced in Star B’s wind. An
additional effect could be that Star B’s wind veloc-
ity is truncated by the collision with Star A’s wind,
which would reduce the emission extent on the red
side of the line center. Both effects taken together
would naturally lead to a narrower emission feature.

We also measured the N IV λ4058 line (Table 12)
and we find FWHM≈750±100 km/s in epoch 1998-
2000 and FWHM≈850±100 km/s in 2005-2020 with
no apparent orbital-phase variations. Koenigsberger
et al. (2010) noted that this line underwent a factor
≈2 variations in the few spectra in which it was visi-
ble during 1955-1965. Given its sporadic appearance
during the early epochs, the width variations in this
line may have been associated with the WCZ alone.

4.3. Hydrogen to Helium Line Strengths

Foellmi et al. (2003) suggested that most of the
WN stars in the SMC were likely to be WNha stars;
i.e., a massive stars with a substantial amount of hy-
drogen in their outer layers and having wind proper-
ties intermediate between the Of stars and classical
WN stars. The fact that cmfgen models of Star
A indicate that its wind contains large amounts of
hydrogen is consistent with this idea.

We measured the flux and equivalent width in all
the He II and He II+H lines in the HST/STIS spectra
at three orbital phases in 1999, and in the HST/STIS
observations of 2000, 2014 and 2016. These spectra
were chosen for this purpose because they are uni-
formly flux-calibrated and they contain all He II and
H I lines within the λλ1200-10000 wavelength range.
Each line equivalent width (EW) was normalized by
the continuum flux at λ5000, as in Koenigsberger
et al. (1998b). The results are illustrated in Fig-
ure 8. Lines containing H are systematically more
intense than those without H, consistent with the

9Perrier et al. (2009) found evidence for a similar con-
clusion, though they considered the result marginal given the
uncertainties in the light curve solution.
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Fig. 8. Flux contained above the continuum level in lines
of He II (black) and HeII+HI (red) in the STIS spectra
normalized to the continuum flux at λ5000Å. Top: Spec-
tra of 1999/2000 at orbital phases 0.15 (crosses), 0.83
(stars), 0.36 (triangles), 0.00 (circles). Bottom: Spectra
of 2014 (circles), 2016 (triangles). The color figure can
be viewed online.

finding that a significant amount of H is still present
in the system. This is similar to the result found
by Koenigsberger et al. (1998b) based on observa-
tions at a single orbital phase. Here, we can compare
the results for several orbital phases. In particular,
we find that in 1999-2000 the lines containing H at
φ=0.36 (Star B in front) are stronger compared to
φ=0 (Star A in front) while the reverse seems to oc-
cur in 2014-2016. One interpretation of this result

is that the two components have different hydrogen
mass fractions, which are reflected as they (partly)
eclipse each other. However, the H/He ratios can
also be affected by the conditions in the winds and
the possible contribution coming from the WCZ, so
at this stage we can only point out the phenomenon
and await detailed modeling to arrive at an interpre-
tation.

5. LINE PROFILE VARIATIONS AND WCZ
SIGNATURES

The line profiles in HD 5980 are seldom found
with the paraboloid shape predicted for a spheri-
cal wind. Its orbital phase-dependent line profile
variability was amply discussed by Foellmi et al.
(2008) and references therein. Moffat et al. (1989)
attributed the UV variability to wind eclipses, and
Moffat et al. (1998) and Breysacher & François
(2000) discussed the optical lines from a qualitative
standpoint, concluding that the line profile varia-
tions were dominated by the WCZ emission. How-
ever, the variations have never been systematized in
the context of the epoch-to-epoch variability of Star
A’s wind.

The emission produced in the WCZ is only one
of the factors governing the line profile variability.
The other factors are wind eclipses, physical occul-
tation of wind and WCZ emission, lack of emission
due to the “hole” in Star A’s wind which is filled
with Star B’s wind, and absorption along the line of
sight arising in the WCZ. The wind eclipses cause an
emission line to become narrower and weaker due to
absorption by the wind that is flowing both toward
and away from the observer (Koenigsberger & Auer
1985; Auer & Koenigsberger 1994). The absorption
along the line of sight arising in the WCZ acts in a
similar manner, but its velocity field is very different.
The asymmetrical configuration of the WCZ and the
possibility that it is radiative, added to the other
processes that affect the line profiles, require at least
a 2D radiative transfer calculation in order to fully
understand the line profiles and extract the informa-
tion which they encode. A first step, however, is to
constrain the importance of the non-spherically sym-
metric contribution in shaping the emission lines.

The focus of this paper is to identify the contri-
bution from the WCZ, for which we will use Figure 9
in order to guide the ideas. This figure is an artistic
representation of the WCZ and the assumed wind
of Star B that is contained within it. It is based
on the following considerations. The wind momen-
tum ratio in HD 5980 is given by η=ṀBVB/ṀAVA,
where ṀB and ṀA are the mass-loss rates of Star B
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✵�✁✂

Fig. 9. Schematic illustration showing some of the sight-
lines (dash lines) through the wind of Star A and the one
crossing Star B + WCZ (green). The assumed hottest
shocked regions are yellow-colored. The circles corre-
spond to the continuum-emitting radii of both stars as
determined by Perrier et al. (2009) and are drawn to
scale with respect to the orbital separation, which is
given in R� in the axes. Star B is drawn at the ori-
gin of the coordinate system. Each panel represents a
different orbital phase as indicated. The observer is at
the bottom of the figure. The color figure can be viewed
online.

and Star A respectively, and VB and VA are the cor-
responding wind velocities where the winds collide.
The values of Star A’s velocities and of ṀA/

√
(f)

are available for the years 2000, 2002 and 2009 from
Georgiev et al. (2011) and for 2014 from Hillier et al.
(2019). The parameter

√
(f) is the wind filling fac-

tor. The wind of Star B is assumed to correspond to
that of a WNE star and to remain fairly stable from
epoch to epoch. The derived values of η for epochs
2000-2014 are listed in Table 4, and lie in the range
0.13-0.16, confirming that the contact discontinuity
of the shocks folds around Star B. Additionally, the
WCZ is skewed with respect to the line connecting
the centers of the two stars due to the Coriolis effect,
which introduces an asymmetry between the leading
and the trailing shocks (Gayley 2009; Lamberts et al.
2012).

A more precise shape of the WCZ requires cal-
culations that are beyond the scope of this paper.
For example, the shock-heated gas is contained be-
tween two shocks located on either side of the CD.
Pittard & Dawson (2018) find that adiabatic shocks

TABLE 4

WIND MOMENTUM RATIOa

Epoch ṀA/
√

(f) VA f η

Year 10−4M�yr−1 km s−1 · · · · · ·
2000 3.5 2000 0.025 0.13

2002 2.5 2200 0.025 0.16

2009 2.3 2440 0.025 0.16

2014 1.4 2100 0.010 0.15

aAssuming Star B has a constant wind,
ṀB = 2× 10−5M� yr−1, VB = 2200 km/s, f = 0.1.

flare beyond the CD in both the primary and sec-
ondary winds by ≈20 deg. The CD opening angle
of an adiabatic collision can be estimated using the
expression given by Gayley (2009) with the modifica-
tion of Pittard & Dawson (2018): θ=2 tan−1(η1/3).
This yields θCD ≈ 54 deg and it then follows that
θ2 ≈34 deg (Star B’s shocked wind) and θ1 ≈74 deg
(Star A’s shocked wind). However, Pittard & Daw-
son (2018) note that the shocks in HD 5980 are most
likely to be highly radiative and thus the above ap-
proximations may not be valid. Also, the skew angle
depends on the orbital motion which, in an eccen-
tric binary such as HD 5980, varies over the orbital
cycle, and the wind speed which may be affected in
the vicinity of the shock by radiative braking (Gay-
ley et al. 1997). Finally, the wind properties of Star
B have only been inferred from the notion that it is
a WN4 type star but are not known for certain, and
this introduces a major uncertainty into any WCZ
calculation.

5.1. The Same Profiles are Observed at the Same
Phase in Different Epochs

Given the unstable properties of HD 5980, it is
somewhat surprising to find that emission-line pro-
files obtained at the same orbital phase in different
epochs are nearly identical. This is illustrated in
Figure 10 where we plot He II λ5411 in the phase
bins centered on φ ≈ 0.24 and 0.60. The left pan-
els show that for φ ≈ 0.24 the spectra of 2010 and
2013 are nearly identical and they are very similar to
the ones observed in 2017 - 2020. The right panels
show that for φ ≈ 0.6, the profiles of 2010 and 2013
are also nearly identical. The more recent spectra
(2017-2020), however, differ considerably from those
of the earlier epochs in the same phase bin. Specifi-
cally, the broad blue-shifted absorption located near
line center that is present in the earlier epochs is now
replaced by emission, and the line intensity relative
to the continuum is stronger. This is consistent with
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Fig. 10. Left: Line profiles of He II λ5411 in the or-
bital phase bin 0.24-0.25 in spectra of 2010 (black, top
and bottom), 2013 (blue, top), 2017 (red, bottom), 2018
(green, bottom), 2020 (blue dashes, bottom) showing
a nearly identical shape. Right: The same line in the
phase bin 0.58-0.64 in spectra of 2010 (black, top and
bottom), 2013 (blue, top), 2017 (red, bottom) and 2018
(green, bottom) showing a significant change in the 2017
and 2018 profiles compared to 2010-2013. The narrow
absorption near line center belongs to the photospheric
spectrum of Star C. The color figure can be viewed on-
line.

the differences already noted for this orbital phase
in Figure 4.

Inspection of Figure 9 and Figure 1 suggests that
the culprit for the absorption during the low state
(2010 and 2013) is likely to be the trailing WCZ
wake which at the φ ≈0.6 orbital phase is in the
foreground of both Star A and Star B. The ab-
sence of this absorption in 2017-2018 may be due to
significantly stronger emission in the trailing wake
which drowns out the absorption, or a reduced opti-
cal depth along the line of sight to the background
continuum sources. A similar inspection applied to
the φ ≈0.24 bin discloses that the only material in
the sightline to Star A is its own wind. The change
in the line profile between 2010 and 2020 is minimal.
It is surprising that such a minimal difference in line
profiles at φ=0.24 (which imply only a small change
in wind structure) could have such a large effect on
what is observed at φ ≈0.6. Thus, if our interpre-
tation is correct, it seems like only a small change
in Star A’s wind is necessary to noticeably alter the
WCZ emitting properties.

Fig. 11. Line profiles of He II λ5411 at post-primary
eclipse (red, φ >0, Star A in front) and post-secondary
eclipse (blue, φ >0.36, Star B in front). Each panel cor-
responds to a different epoch. The general behavior has
remained the same over the time frame 1999-2017. The
color figure can be viewed online.

A broad blue shifted absorption that is super-
posed on HD 5980’s emission lines near line center is
a feature that frequently appears. An example can
be seen Figure 10. Often, a similar feature is ob-
served on the red side of line center. In both cases,
its total width is of the order of 500 km/s and its cen-
troid can be displaced by as much as 1000 km/s from
line center which precludes it from being a photo-
spheric absorption. One possible explanation is that
it originates at the base of one of the winds, where
the initial acceleration takes place. However, this
would not explain it when it is red-shifted. Thus, an-
other possible explanation is an eclipse effect, when
emitting material that is flowing away from us is oc-
culted (that is, there is missing light within a partic-
ular velocity range). Inspection of Figure 9 shows in
the top left panel an orbital phase at which Star A
would block a fraction of the emission from the re-
ceding WCZ, and the bottom right panel shows a
phase at which Star B would block a fraction of this
light.

5.2. Asymmetric Outflow at Conjunctions

We now turn our attention to the line profiles
around the conjunction phases. Figure 11 shows
the line profiles obtained within 0.05 in phase after
the φ=0.36 eclipse in four epochs between 1998 and
2017. These profiles are compared to those obtained
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Fig. 12. Line profiles of He II λ5411 at phases just before
each eclipse (φ=0.99, red, and φ=0.30, blue) in epoch
1999 (left) and epoch 2010 (right). The color figure can
be viewed online.

right after the opposite eclipse (φ=0) and clearly in-
dicate that a significant fraction of the He II λ5411
emission arises in material that is flowing toward us
when Star B is in front. The profiles when Star A
is in front are redshifted, but this is likely due to a
combination of the above-mentioned outflow, which
at this phase is moving away from us, and the wind
eclipse due to Star A’s wind which lies along the
sightline to Star B. The relative shift between the
maxima in each pair of orbital phases is 229 km/s
in 1999, 281 km/s in 2005, 385 km/s in 2010, and
377 km/s in 2017. These epoch-to-epoch variations
correlate with the increasing wind speed recorded for
Star A based on the UV P Cyg absorption compo-
nents. They also correlate with the relative intensity
of the two maxima at each epoch. Thus, the quali-
tative nature of the profile variations is the same in
all epochs: the line profile is always blue-shifted at
φ ≈0.36.

Figure 12 compares the line profiles obtained at
orbital phases just before eclipses, φ=0.301-0.305
(Star B in front) and φ=0.985-0.989 (Star A in front)
for Epochs 1998-1999 and 2010-2012, the only two
epochs for which we have such similar orbital phases.
Once again, the most important point to note is that,
despite the significant difference in line strengths be-
tween the high and the low states, the qualitative
nature of the variation is the same. Also notewor-
thy is that the profiles just prior to φ ≈0.36 do not
show the prominent blue-shifted emission seen after
φ=0.36 but instead have a strong absorption. This
now brings us to the role of the leading branch of the
WCZ.

5.3. The WCZ Leading Branch

The properties of the WCZ are determined by the
velocity of the winds when they collide. The skewed
WCZ orientation with respect to the line connecting
the centers of the two stars introduces an asymme-

try between the leading and the trailing shocks. In
the case of an unequal wind momentum ratio, as
in HD 5980, Pittard (2009) finds that the emission
measure of the WCZ is dominated by the shocked
gas of the weaker wind, most of which is in the lead-
ing arm. Hence, the relative location of the leading
WCZ arm with respect to our sightline to Star A and
Star B will determine whether this shocked gas sig-
nals its presence as an absorption in the line profile
or as an emission. Upon inspection of Figures 9 and
10 we see that right before φ=0.36 the leading arm
lies directly between us and Star A and it is flow-
ing almost directly toward us10. Hence, its presence
should be evident as blue-shifted absorption. After
the φ=0.36 conjunction, the leading branch is still
flowing toward us but it is no longer projected onto
Star A and hence we should observe it in emission.
This behavior is precisely what is observed.

A detailed look at the transition that occurs as
the leading WCZ arm passes in front of Star A
around φ=0.36 is shown in Figure 13, which illus-
trates two pairs of profiles obtained in the same or-
bital cycle. These pairs of profiles show that just
prior to eclipse (φ=0.31-0.33) there is a prominent
blue absorption that “eats into” the underlying emis-
sion, while just after eclipse (φ=0.39) this absorp-
tion is replaced by emission. The two pairs of pro-
files correspond to the two epochs, 2010 and 2013.
The absorption in 2010 extends from near line cen-
ter to approximately −800 km/s, which provides a
constraint on the flow velocity of the leading arm in
that portion projected onto Star A.

A similar result is found when comparing the
pre- and post-eclipse line profiles of 1999, 2017 and
2018 shown in Figure 14. However, in this case
the only available post-eclipse spectra are at phases
≈0.41 and pre-eclipse phases ≈0.22-0.30. The lat-
ter display a different behavior near the base of the
line. Specifically, they show the presence of emitting
material flowing toward us with projected velocities
> 1000 km/s, compared to the post-eclipse profiles
which appear more absorbed. This fast emission
(compared to the profiles closer to eclipse) is also
seen in the earlier epochs as illustrated in Figure 15
where we compare the profiles shown in Figure 13
with profiles obtained further from central eclipse.

5.4. Line Profiles at Elongations

At elongation phases, the sightline to the close
vicinity of Star A intersects only Star A wind, while
the sightline to Star B intersects its wind and the

10See also the geometry in Figure 2 in Lamberts et al.
(2012) and Figure 9 of Parking & Pittard (2008).
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Fig. 13. Spectra pre- and post-secondary eclipse for
epochs 2010 (left) and 2013 (right) illustrating the ab-
sorption caused by the WCZ leading branch as it first
passes in front of Star A (red profiles) and the emis-
sion that appears shortly thereafter when it is no longer
projected onto the Star A bright background continuum.
The color figure can be viewed online.

WCZ (which includes shock-heated Star A and Star
B wind). Depending on the aberration angle, some
of the WCZ material may be flowing away from the
observer, while some is flowing perpendicular to the
sightline and other portions have velocity compo-
nents toward the observer. Of all this material, that
which lies along the sightline to the Star A and Star
B cores can produce absorption.

Illustrated in Figure 16 is the profile of He II

λ1640 at the two elongation phases observed in
1999, φ ≈0.8 (Star A approaching the observer) and
φ ≈0.1-0.2 (Star A receding). These profiles are
shifted in velocity space to correct for Star A’s or-
bital motion, so any excess in the line profile can

Fig. 14. Spectra pre- and post-secondary eclipse for
epochs 1999 (top), 2017 (middle) and 2018 (bottom)
illustrating the absorption caused by the WCZ leading
branch as it first passes in front of Star A (red profiles)
and the emission that appears shortly thereafter when
it is no longer projected onto the Star A bright back-
ground continuum. The middle panel shows the line
profile during eclipse (magenta) which is nearly identi-
cal to the post-eclipse profile. Spectra are shifted in the
velocity scale to correct for the orbital motion of Star A.
The color figure can be viewed online.
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Fig. 15. Spectra pre- and post-secondary eclipse showing
that the physical eclipse of the two stars plays little or
no role in producing the variability around φ=0.36, but
rather it is associated with the WCZ geometry. Epochs
2010 and 2013 are both in the low state. The color figure
can be viewed online.

be associated with emission arising in Star B and/or
the WCZ. There is indeed such an excess redward
of line center at φ ≈0.7, which is consistent with an
origin in or near Star B. This excess emission shows
up blueward of line center and around line center at
the opposite elongation, when Star B is approaching
the observer, and it fills in a part of the intrinsic Star
A P Cygni absorption.

Analogous pairs of profiles for He II λ5411 are
shown in Figure 17 for epochs 1999, 2005, 2010 and
2018. The same excess red emission at φ ≈0.7 is
evident in each epoch, but the blue excess at the
opposite phase is concentrated at higher expansion
speeds, i.e., closer to the base of the broad emis-
sion. This is probably only a consequence of the
smaller optical depth in He II λ5411 compared to
He II λ1640. Interestingly, the pairs of of He II λ5411
profiles show that the amount of excess red-shifted
emission scales with the overall line intensity. The
smallest amount of excess emission is seen in the 2010
spectra, when line intensities were near their mini-
mum and the system was in the low state.

Georgiev et al. (2011) showed that increasing line
emission correlates with increasing visual magnitude
and, at the same time, correlates with decreasing
wind velocity. If we assume that a smaller Star A
wind speed implies that its density is higher, this

Fig. 16. Line profiles of He II λ1640 obtained in 1999 at
elongations in the rest frame of Star A. The color figure
can be viewed online.

Fig. 17. Line profiles of He II λ5411 at elongations in the
rest frame of Star A. Top: Epochs 1999 (left) and 2005
(right). Bottom: 2010 (left) and 2018 (right). The color
figure can be viewed online.

would mean that the WCZ is being fed with a higher
density wind at epochs other than 2010, which would
result in a larger emission measure. Following this
line of reasoning leads to the conclusion that the ex-
cess emission along the line wings of the He II lines
originates in the WCZ, and that this shocked region
lies in the close vicinity of Star B.
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Fig. 18. Line profiles of He II and other lines obtained
in 2005 at φ=0.98 (blue) and 0.13 (red) compared to
those of 2017 at φ=0.98 (blue) and 0.08 (red). Spectra
are shifted in wavelength to correct for Star A orbital
motion. The 2005 spectra are shifted vertically for clar-
ity. The arrows point to the blue-shifted excess emission
at φ=0.08 in 2005 and absent in 2017. The green curve
shows the predicted Star C photospheric absorption spec-
trum. The color figure can be viewed online.

The HST/STIS 2016 observation of HD 5980
(φ=0.36) revealed a very peculiar shape of the
C IV λ1550 P Cygni profile: there was notable excess
emission blueward of line center extending out to ap-
proximately −900 km/s with respect to the HD 5980
rest frame. Because this C IV doublet is a resonance
line, any outflowing material lying along the line of
sight to either Star A or Star B would appear in
absorption, not emission. Given the above discus-
sion and our conclusions from the optical observa-
tions, the C IV excess emission must also arise in
the uneclipsed WCZ outflow. There is at least one
other UV spectrum that shows some C IV λ1550 ex-
cess blue emission. It was obtained by IUE in 1981
(SWP15072) at orbital phase 0.80. There are unfor-

tunately no UV spectra obtained during that epoch
around φ=0.36 and no recent UV spectra obtained
at other orbital phases.

6. ON THE NATURE OF Star B

Early studies of HD 5980 introduced the idea
that Star B was the WR star in the system. This
idea, however, was derived from a noisy RV curve
of He II λ 4686 obtained from relatively low resolu-
tion photographic spectra. Subsequently, Niemela
(1988) obtained RV curves of N IV λ4058 indicating
that this line was emitted by Star B. Noteworthy is
its absence in the 1973-1977 time frame, a time when
HD 5980’s visual magnitude was at a minimum. The
appearance of this line in the early 1980s coincides
with a declining Star A wind speed. Thus, it ap-
pears that the changes in Star A’s properties led to
changes in the WCZ that allowed N IV λ4058 to be-
come visible in the spectrum, as we already noted in
the previous section.

The P Cygni absorption profiles of resonance
lines at orbital phases when Star B is in front al-
ways indicate the presence of very fast outflows
(≥3000 km/s) (Koenigsberger et al. 1998a; Georgiev
et al. 2011; Hillier et al. 2019). At other orbital
phases, the velocities have generally been slower
(≤2000 km/s) since the mid-1980s. The very fast
wind would be consistent with a WN3/4 or O3 type
classification for Star B, and the fact that such a
fast wind is not observed at phases other than near
φ=0.36 could be explained by a WCZ that truncates
the wind long before terminal speeds are attained.
However, it is not easy at this time to discard alter-
native scenarios. For example, Star A’s wind could
be non-spherically symmetric such that it is faster
in the direction of its companion, or that there is
a small population of extremely fast particles pro-
duced in the wind-collision process, as found in the
hydrodynamic simulations (Pittard 2009) and which
would be observable only in the resonance lines.

We currently favor the first scenario because it is
simplest and because the N V λ4944 emission clearly
splits into two well-defined components during elon-
gations, indicative of orbital motion. This implies
an origin in a relatively spherical distribution of gas
around Star B. However, if the shocked gas can sus-
tain the conditions to produce emission from this N V

line, then Star B could well be an O-type star rather
than a WN, and the very fast wind observed around
φ=0.36 could be due to one of the other mentioned
scenarios.

The radii of the Star A and Star B occulting disks
that were deduced from data of the late 1970s in-
dicate that RA > RB . Thus, the φ=0.36 (Star B
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in front) eclipse is not total. Hillier et al. (2019)
demonstrated that assuming the Star B wind can
be neglected, the predicted spectrum at φ=0.36 is
still that of Star A, including P Cygni absorptions
(see Figures 3 and 4 of Hillier et al. 2019). This pro-
vides an explanation for why the spectrum at φ=0.36
is, in general terms, so similar to that observed at
all other orbital phases, and shows that one cannot
adopt the spectrum at this phase as representative of
Star B’s spectrum. This again opens the possibility
that Star B may not be a WN star.

It is also interesting to note the high degree
of rapid polarimetric variability that was observed
around φ=0.36 by Villar-Sbaffi et al. (2003). These
authors suggested that a very fast rotator model for
Star B could at least qualitatively explain the obser-
vations, although we speculate that a clumpy WCZ
might also lead to variable polarization.

Finally, the presence of a second set of
photospheric-like absorptions in the 2018 spectrum
opens the possibility of an absorption line spectrum
associated with Star B. The spectrum in question
was obtained at orbital phase 0.226 and the second
set of absorptions has a velocity of −300 km/s (Fig-
ure 19), which however is faster than the expected
Star B orbital motion at this phase, as deduced from
the N Vλ4944 emission. If actually associated with
Star B’s photosphere, the absorptions would imply
that the N Vλ4944 emission arises mainly near the
WCZ vertex that is lifted above Star B’s surface.
However, an alternative explanation is that the blue-
shifted absorption lines that mimic photospheric ab-
sorptions come from a shell of material surrounding
the binary, product of an earlier instability that re-
sulted in the ejection of this material (Barbá et al.
1995).

7. DISCUSSION AND CONCLUSIONS

7.1. Summary of Observational Results

In the previous sections we presented the analy-
sis of high resolution spectroscopic observations ob-
tained since 1998, complemented with historic spec-
tra obtained since the 1950s. The summary of the
results is as follows:

1. The integrated emission line intensity in ob-
servation epochs 1998-2006 were significantly
stronger than in 2009-2016. We define a high
state and a low state, corresponding to these
two epochs. In the third set of epochs, 2017-
2020, the system appears to have been in an
intermediate state between low and high.

Fig. 19. MagE spectra at orbital phases 0.641 and 0.226
obtained in 2018 showing what appears to be a second set
(blue dashes) of photospheric absorption at 0.226 which
is shifted by−316 km/s with respect to the absorptions of
Star C (red dashes). The spectrum at φ=0.641 is shifted
vertically for clarity in the figure. The wavelength units
are Å. The color figure can be viewed online.

2. The entire λλ1200− 10000 spectral energy dis-
tribution had larger intensities during the high
state than during the low state.

3. In 1998-1999 and 2017-2020, the integrated
emission line intensities vary smoothly over or-
bital phase with a broad maximum centered
around φ=0.5-0.6 (apastron). In 2009-2015, the
intensities mimic those of 2017-2020 except in
the φ ≈0.41-0.90 interval, in which they are
weaker as a consequence of stronger absorption
superposed on the emission, blueward of line
center (see Figure 10).

4. The RV curve of N IV λ4058 from data of 1998-
2020 is consistent with that of N V λ4944, the
latter currently believed to truly represent Star
A’s orbit. The most significant difference oc-
curs in the phase interval 0.1-0.3 which coin-
cides with maximum approaching velocity of
Star B. This implies that unresolved N IV Star B
emission distorts Star A’s RV curve. However,
the strength of this additional emission changes
from epoch to epoch, being stronger during the
high state.

5. The Hβ + He II RV curve (data obtained in
1955-2020) display a maximum around the same
orbital phase as N IV λ4058, but the peak-to-
peak amplitude is a factor of ≈2 smaller. This
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implies that there is a significant Hβ + He II

contribution arising in Star B and the WCZ.
This extra emission is mostly evident around the
time of periastron during the high state (see Fig-
ure 18). The He II λ4686 line behaves similarly
to Hβ + He II, but its RVs show significantly
more scatter.

6. The phase-dependent FWHM variations in He II

λ4686 and H β + He II in all epochs (1955-2020)
display a nearly identical descent in the phase
interval 0.95-0.05. This phase interval corre-
sponds to the physical eclipse of Star B by Star
A. The available data indicate that the ascent
is equally steep. A second minimum in FWHM
occurs in the phase interval 0.3-0.6. The de-
scent here appears to be similar in all epochs but
the ascent is epoch-dependent (see Figure 7).
The most gradual ascent occurred in 1990-2000,
when the system was in the high state pre- and
post- eruption.

7. The emission line profiles of He II λ5411 in spec-
tra obtained in 2010-2020 in the orbital phase
bin φ ≈0.24 are nearly identical (see Figure 10).
This is an unexpected result given the strong
variability that has characterized HD 5980.

8. The differences between the line profiles of
He IIλ5411 observed at φ=0.02-0.06 (Star A in
front) and at φ=0.36-0.40 (Star B in front) are
qualitatively the same in all epochs. In the first
of these phases, the line profile is skewed blue-
ward, while in the second of these phases it is
skewed redward (see Figure 11). Our recent
observations showing this effect (and for which
we have spectra at the required orbital phases)
were obtained in 1999, 2005, 2010 and 2017.
A similar, blueward-skewed profile at φ ≈0.4
was observed also in 1962 (Koenigsberger et al.
2010). The only possible explanation for the
blue-shifted emission is the presence of material
that flows in the direction of the observer at or-
bital phases when Star B is in front but that,
at the same time, is not projected onto either
Star A’s or Star B’s continuum emitting core.

9. Using spectra obtained within the same orbital
cycle, we show that the He II line profiles have
a strong absorption blueward of line center just
before the φ=0.36, and that this absorption is
replaced by emission just after this phase (see
Figure 13 and 14). We attribute this behavior
to absorption in the leading WCZ branch as it

Fig. 20. Historic light curve of HD 5980 in epochs 1987-
2010 illustrating the underlying plateau around the time
of maximum. Green dots: visual magnitudes obtained by
A. Jones shifted by +0.3 mag, after applying a 9-point
boxcar average smoothing. Triangles: mv data listed
in Table 6. Black crosses: International Ultraviolet Ex-
plorer FES magnitudes (Georgiev et al. 2011). Black
dots: Swope, SMARTS, ESO, ASAS-SN and LCOGT
photometry listed in Table 5. The color figure can be
viewed online.

passes in front of Star A just prior to conjunc-
tion, and emission from this same region once
it is no longer along our line of sight to Star A.
The velocity range over which the changes oc-
cur is approximately −800 to +200 km/s, con-
sistent with the line-of-sight velocities along the
wind-collision contact discontinuity that were
estimated by Koenigsberger (2004, Figure 20)
for the case of a large wind momentum ratio in
favor of Star A.

10. A significant amount of hydrogen is evident in
the spectra of 1999-2000 and 2014-2016 (Fig-
ure 8). In 1999-2000, the lines containing H are
stronger at φ=0.36 than at φ=0.0, 0.15 and 0.83,
while in 2014-2016 they are weaker at φ=0.36
than at other phases.

7.2. Star A has Dominated the Emission-Line
Spectrum Since 1955

The evidence leading to this conclusion is the fol-
lowing. First, there has been a persistent presence
in all epochs since 1955 of excess blue-shifted emis-
sion in He II lines at secondary eclipse (φ=0.36). At
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this phase, Star B is in front and the excess blue
emission can only be interpreted as originating in
material flowing toward the observer and which lies
outside the line of sight to either Star A or Star
B. A wind collision zone that folds around Star B
and constrains its wind within it is the most feasible
scenario to explain the blue-shifted excess. Second,
all strong emission lines have displayed RV varia-
tions since 1955 that are consistent with their origin
in Star A. This includes N IV λ4058 which is now
strong, but in the past was often absent or too weak
to be detected (for example, in 1962-1965, 1973, and
1977). N IV λ4058 became prominent in the 1980s at
the same time that the UV lines of Fe V, Fe VI and
N IV] λ1486 also emerged. These changes coincided
with a reduction in the extent of the UV P Cygni
absorptions, indicating a slower wind speed.

The fact that the He II λ4686 and Hβ lines ap-
proximately followed the orbit of Star A even when
N IV λ4058 was weak/absent suggests that the state
of Star A during the mid-1970s and before was sim-
ilar to that of a H-rich WN3 star but which inter-
mittently oscillated between WN3 and WN4 before
transitioning through the later sub-types as it bright-
ened and headed for the eruption.

Hillier et al. (2019) noted the similarity in the
UV P Cyg line profiles that were observed in the
early 1980s and early 1990s with those of 2014-2016
(see their Figure 19). Furthermore, Koenigsberger
et al. (2010) showed that the line profile variation in
He II λ4686 were qualitatively the same in 1962 and
1999 (see their Figures 8 and 9). Specifically, they
have a very narrow and blue-shifted shape when Star
B is in front, compared to elongations, just as is cur-
rently observed. Finally, the RV curve of He II λ4686
in the early 1980s displayed a systematic blue-shift
precisely around the time of secondary eclipse, indi-
cating that the blue-shifted emission was also promi-
nent in ≈1981-1983 and 1991-1992. This leads to the
conclusion that the wind collision region has folded
around Star B since the 1960s, if not earlier. Thus,
Star A’s wind has always been the dominant wind in
the system.

7.3. The Emission Line Profile Variations and the
Distorted RV Curves are Consistent with a
Skewed WCZ that Folds Around Star B and
Provides a Source of Excess Emission and

Absorption

The general scenario that emerges is that Star A’s
wind produces the majority of the emission at line
frequencies, and the region where its wind interacts
with Star B produces a secondary set of emission

lines. The strength and location in velocity space
of these secondary lines depend on Star A’s wind.
Thus, the epoch-dependent changes in the WCZ line
emission echo the Star A wind variations. This ex-
plains the varying amplitude of the RV curves ob-
tained at different epochs, the prime example being
the N IV λ4058 RV curve. Weak lines that arise from
excited transitions are much less affected, as appears
to be the case for the He II λλ6000−6200 lines shown
in Figure 18.

We are able to identify the effects caused by
the leading WCZ branch when it occults Star A at
phases just prior to the φ=0.36 eclipse and produces
absorption superposed on the He II λ5411 emission
line. We then see how it produces excess blue-shifted
emission shortly thereafter in the same velocity range
as observed previously in the absorption. Around the
time of the opposite eclipse, the WCZ emission out-
flow is directed mostly away from the observer, but
is largely eclipsed by Star A’s opaque disk, and radi-
ation transfer effects through Star A’s wind reduce
its visibility.

The effects due to the more extended WCZ trail-
ing branch are mostly evident in the photometric
eclipse light curves, in the secondary eclipse egress,
and in the φ ≈0.6 line profiles (see Figure 10).

7.4. The Brightness Increase Around Periastron

The Star A + Star B system is eccentric and the
tidal interaction model predicts larger energy dissi-
pation rates around the time of periastron (Moreno
et al. 2011). The flux-calibrated HST/STIS spec-
trum of 1999 at orbital phase 0.15 is ≈5% brighter
than at orbital phase 0.83. Table 5 shows that the
average visual magnitude is often brighter in the
φ=0.1-0.2 phase interval, and a brightening at or-
bital phases after φ ≈0.04 was already noted by
Sterken & Breysacher (1997).

An alternative interpretation for the continuum
brightness increase around periastron is that the
wind collision energy is believed to be higher at peri-
astron, which would also lead to a larger brightness
at this phase. However, contrary to this expecta-
tion, Nazé et al. (2018) found that X-ray maximum
occurs close to apastron instead of periastron. This
inconsistency between expectations and X-ray obser-
vations and the increased brightness around perias-
tron require further investigation.

7.5. The 1993-1994 Sudden Eruptions

The long term brightening of the system that
started in ≈1980 reached a plateau around the year
2000 where it remained until approximately 2004.
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TABLE 5

RECENT PHOTOMETRIC DATA

Epoch JD start JD end φ=0.6-0.8 φ=0.1-0.2 Source

Year -2400000 -2400000 N < mv > s.d. N < mv > s.d.

2003-04 52838.8 53288.8 33 11.130 0.025 4 11.049 0.010 Swope

2005-07 53561.9 53693.8 138 11.134 0.011 12 11.069 0.006 Foellmi

2005-06 53591.9 54092.7 44 11.132 0.032 36 11.102 0.026 SMARTS

2014/06 56809.9 57080.5 58 11.454 0.028 24 11.433 0.020 ASAS-SN

2015/05 57152.9 57207.8 13 11.409 0.027 5 11.403 0.020 ASAS-SN

2015/07 57222.8 57357.6 19 11.389 0.022 4 11.414 0.052 ASAS-SN

2017/08 57982.7 57985.9 2 11.424 0.008 0 — — ASAS-SN

2017/10 58054.5 58073.6 158 11.469 0.029 12 11.472 0.020 LCOGT

2017/11 58074.0 58087.5 190 11.527 0.015 0 — — LCOGT

2017-2022 58029.5 59626.5 290 11.37a 0.04 109 11.35a 0.04 ASAS-SN

aThese are the average uneclipsed magnitudes obtained in the Sloan g-band between 2017-10-03 and 2022-02-16, and
a zero-point shift of +0.14 mag was added to make them consistent with the Johnson V-band magnitudes that were
obtained during the same epochs with other instruments.

Fig. 21. Normalized TESS photometric data for Sec-
tors 1 and 28 (s1, s28) showing the primary eclipse at
phase= 0 and on top of the light curve folded with the
period P = 19.2654 d. Clearly seen are the oscillations
with a period of Posc = 0.25 d, observed at both eclipses
of the Star A + Star B system. Upper pannel: Two
secondary and one primary eclipse were observed in Sec-
tor 1 and one primary and one secondary were observed
in Sector 28. Lower pannel: As above, but the abscissa
gives the distance in orbital phase from mid-eclipse of
the five eclipses. The color figure can be viewed online.

Then the brightness and emission line intensities de-
clined reaching an apparent minimum in 2010-2013.
The sudden outburst occurred in 1994, with a “pre-
cursor” in 1993, both prior to the maximum in the

long term trend. We illustrate in Figure 20 the vi-
sual magnitude evolution of HD 5980 during the time
frame 1987-2010. The complete light curve covering
epochs 1950-2018 is presented in Figure 22.

One of the possible scenarios that might explain
the long-term behavior is that Star A was under-
going an evolutionary transition making it brighter
and more extended until it reached a critical radius
at which the sudden outburst was triggered. If this
were the case, however, it is not clear whether the
loss of ≈10−3 M� would have been sufficient to slow
the expansion and then allow the star to contract
once again to its current state. However, luminous
blue variables (LBVs) are known to undergo cycli-
cal changes that impact their photospheric and wind
properties. If this were the case, then Star A would
be the only know LBV with WR spectral spectral
characteristics (except possibly the erupting variable
in η Carinae).

An alternative interpretation is that the tidal
shear energy dissipation in sub-surface Star A layers
caused it to slowly expand until it reached a criti-
cal condition at which an external layer was ejected,
thus liberating the accumulated energy. Tidal shear
energy dissipation was shown to be a viable mecha-
nism for bloating a star in the case of the red nova
V1309 Sco (Koenigsberger & Moreno 2016). In the
case of HD 5980, Toledano et al. (2007) outlined the
manner in which an increasing stellar radius would
lead to increasing tidal shear, eventually causing the
eruption.

A more speculative possibility for the outbursts is
that they could have been triggered by unstable ac-
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cretion of Star A material onto Star B, as it has been
proposed for the case of η Carinae (Soker & Behar
2006). Our observational results leave open the pos-
sibility that Star B may not be a typical WNE star.
The observations indicate that, as Star A’s mass-
loss rate increased, the WCZ emission also increased,
implying a denser collision region. Hydrodynamical
wind-wind collision studies show that when the wind
momentum of one of the stars is significantly larger
than that of its companion, a fraction of the shocked
wind is accreted (Matsuda et al. 1992; Ruffert &
Arnett 1994; Nagae et al. 2004). Under station-
ary conditions, the accretion rate is (probably) not
sufficient to affect the secondary, but if the incom-
ing stellar wind evolves over time becoming denser
and slower, then the numerical simulations find that
high density clumps produced by the instabilities in
the shocks will fall onto the secondary star (Kashi
2020), potentially leading to non-negligible accretion
rates. If such a phenomenon occurred in 1992-1994,
the violent expulsion of the material accreted onto
Star B could have been responsible for the transitory
B1.5Ia+ spectrum observed in 1994 and the rapid
spectral evolution of the system over the following
two years. The persistent underlying WN spectrum
at that time (Koenigsberger 2004) would in this case
have been that of Star A.

7.6. Future Work

A treasure trove of information is encoded in the
line profile variations. Future investigations could
make use of the detailed variability of just a single
line such as HeII 5411 to constrain the geometri-
cal extent, general physical conditions, and veloc-
ity fields in the WCZ, but to do so requires the
use of 3D radiative-hydrodynamic simulations and a
densely packed (in orbital phase) set of observations
over an entire orbital cycle. Though costly in observ-
ing time and computational resources, the expected
outcome would include very valuable information on
the structure of highly radiative shocks, and would
yield a deeper understanding of the Star A + Star B
interacting system.

Our new RV curves are consistent with those an-
alyzed in Koenigsberger et al. (2014), and thus the
derived masses are not expected to change with re-
spect to those obtained previously. Also, the rel-
ative continuum luminosities are unaffected by our
new results, so the conclusion that both objects are
extremely massive and luminous still holds. A pos-
sible change lies in what is assumed for the evo-
lutionary state of Star B. Its high luminosity sug-
gests a chemically homogeneous evolutionary path

(Koenigsberger et al. 2014). However, if it is not
a WN star, then a potentially interesting (specula-
tive) scenario is one in which mass transferred from
Star A to Star B via unstable wind accretion has led
to sequential violent ejections from Star B’s surface
reducing its mass and prolonging its main sequence
lifetime. Clearly, this conjecture requires the identi-
fication of an instability violent enough to eject the
material from Star B’s surface and leave the system.
The alternative conjecture, that Star A is the source
of the 1993-1994 eruption, also requires further in-
vestigation, as no other WNh type star is known to
have presented such a violent instability.

The properties of the “third light” source, Star C
also merit further studies. Although a well-defined
photospheric line spectrum is associated with one
of the components in this highly eccentric (e ≈0.8,
PC=96 d) system, there is no information as yet re-
garding the nature of its companion, nor whether it
is gravitationally bound to the Star A + Star B sys-
tem. Star C’s high eccentricity, line of sight coinci-
dence to the Star A + Star B system, and brightness
make it tempting to suggest that both binaries may
be in a very wide orbit around each other.

Finally, it is also interesting to ponder the ques-
tion of HD 5980’s apparent uniqueness. It may be so
only because it is a massive eclipsing system that we
have been lucky enough to catch in a very short-lived
evolutionary state that many other systems already
have or will experience. Given its location in the
low-metallicity SMC environment, HD 5980 could be
typical of many massive objects yet to be identified
in distant extragalactic sources.

This investigation is based on observations ob-
tained at the Las Campanas Observatory, one of
the Carnegie Institution for Science Observatories,
which we gratefully acknowledge. We thank Abra-
ham Villaseñor for Figure 9. GK thanks the Depart-
ment of Astronomy at the University of Indiana for
hosting a visit during which a large portion of this
paper was written, and B. Lazotte for guidance and
help in the use of computing facilities. GK acknowl-
edges funding from CONACYT Grant 252499 and
UNAM/PAPIIT IN103619. We thank Ricardo Co-
varrubias and Konstantina Boutsia for obtaining the
MIKE observations of 2007 and 2019.

APPENDIX

A. HISTORIC OVERVIEW 1955-2016

Hillier et al. (2019) provided a general historical
overview of HD 5980. In this section we incorporate
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Fig. 22. Same as Figure 20, but here containing all the
historic photometric data available. The color figure can
be viewed online.

additional information relevant to the problems ad-
dressed in this paper.

A.1. Epoch I: <1981

The earliest photometric measurements obtained
in the early 20th century were summarized by
Breysacher (1997). We reproduce these data in
Table 6 and in Figure 22. HD 5980 was first ob-
served photometrically by Gascoigne (1954) and sub-
sequently by Feast et al. (1960) who reported it to
be variable. Its eclipses were discovered by Hoff-
mann et al. (1978) and the correct orbital period of
19.3 d determined by Breysacher & Perrier (1980).
The photometric light curve described in Breysacher
& Perrier (1991) (consisting of 705 Strömgren v fil-
ter measurements, obtained in 1979-1981 accord-
ing to Breysacher (1997)) were analyzed by Per-
rier et al. (2009), from which the relative contin-
uum emitting radii of Star A and Star B were de-
duced, RA/a=0.158 and RB/a=0.108, where a is
the semimajor axis. The analysis method took
into account the presence of an extended semi-
transparent envelope around Star B, interpreted to
be the WR stellar wind, allowing its extent to be
estimated, Renv/a=0.269. Using the orbital solu-
tion of Koenigsberger et al. (2014), who derived
a = 151 R�, the relative dimensions were found as
RA/R�= 24, RB/R�= 16, Renv/R�=40.

Koenigsberger et al. (2010) noted the pres-
ence of N IV λ4058 in addition to the typical
WNE He II λ5411 lines in the spectra of 1955-1962

TABLE 6

HISTORIC VISUAL MAGNITUDES

Epoch mv Reference

1950 11.66 (a)

1955.8 11.61 Feast et al. (1960)

1964-65 11.75 Smith (1968)

1966 11.66 Butler (1972)

1969.9 11.66 Mendoza (1970)

1970-71 11.80 Osmer (1973)

1971-72 11.83 Ardeberg & Maurice (1977)

1972-74 11.86 Azzopardi & Vigneau (1975)

1976 11.7 (d) van den Bergh (1976)

1978-79 11.7 (b) Koenigsberger et al. (2010)

1981 11.6 (b) FES Koenigsberger et al. (2010)

1986 11.4 (b) Moffat et al. (1989)

1989-91 11.25 (b) Koenigsberger et al. (2010)

1994.92 9.41 Barbá et al. (1995)

1994.99 10.12 Koenigsberger et al. (1998b)

1995 11.3: (b)Koenigsberger et al. (2010)

1999.04 11.08 (e) Massey & Duffy (2001)

2002.2 11.3 (f)

aHarvard plates, Barbá Priv.Comm. 2009.
bFES magnitudes from IUE.
cJD 2440543.604, φ ≈0.26
dJD 2443053.76 (φ ≈ 0.55).
eOrbital phase unknown.
fS. Dufau, Private communication, 2009.

that were obtained at the South African Radcliff ob-
servatory, but its absence in a few of the spectra be-
tween 1962 and 1965. For example, this line appears
to be absent in the spectrum 5581 (1962, φ=0.19,
Table 11). Walborn (1977) also noted its absence
in spectra of 1973 and 1977. These spectra were
not published at the time but kindly provided by N.
Walborn in the late 1990’s and a digitized version11

is shown in Figure 23. These spectra show strong
N IV 3483 but no N IV 4058 above the noise level.

Another interesting feature of spectrum number
5581 is that the He II λ4686 line is clearly blue-
shifted with respect to the other spectra. If this shift
is real, it would have been one of the few times that
a spectral feature associated with Star B was seen.

Barbá et al. (1997) also provided an example of
a spectrum obtained in 1980 Feb. 2 in which the
N IV λ4058 emission line is not evident. In this case,
the neighboring H I λ4100 line and other lines, in-

11Kindly provided by Orsola De Marco in 1999 who to-
gether with Paul Crowther obtained an estimated wavelength
calibration.
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cluding the N V λ4603−21 doublet, are significantly
weaker. Two days earlier, on 1980 Jan 31, all these
lines were strong and sharp, but significantly nar-
rower than on Feb. 2. This latter spectrum was
obtained at φ ≈0.8, when the lines are generally
broader.

Feast et al. (1960) noted the very large varia-
tions in the full width at half maximum (FWHM)
in He II λ4686. These were also seen by Wester-
lund (1978) who remarked on the sharp minima oc-
curring near the eclipses. The FWHM ranged from
1000 km s−1 to 2200 km s−1 in spectra of the 1950’s.
In the few Radcliff spectra with good enough S/N
at N IV 4058 and in which this line is visible, it
behaved similarly. For example, in spectrum 5212
it had FWHM≈500 km s−1 while in 3074 it had
≈900 km s−1 (Koenigsberger et al. 2010).

Ultraviolet observations by IUE obtained in
1978-1981 displayed the P Cygni profiles in the lines
of N V 1240, OV 1370, C IV 1550, He II λ1640
and N IV 1718 Å typically seen in WNE star. The
N V 1240 and C IV 1550 P Cyg absorptions ap-
peared to have two components with the faster one
indicating wind speed ≥3000 km s−1(see Figure 2
in Hillier et al. (2019). The semi-forbidden line
NIV]1486 was either very weak or absent. In the
≈1800-3200 Å region, no strong emission features
were evident.

A.2. Epoch II: 1981 - 1992

The first determination of radial velocities as
a function of orbital phase was published by
Breysacher, Moffat & Niemela (1982 henceforth
BMN82), based on data acquired in 1981-1983.
These determinations were then complemented with
data of 1991-1992 (Moffat et al. 1998). Inspection of
the RV curve published in the latter paper shows an
apparent maximum around orbital phase 0.1 and an
apparent minimum around φ ≈0.3-0.4. However, the
scatter in the data points is too large to say much
else.

Niemela (1988) measured the RV variations of
the N IV 4058 and N V 4603-21 lines on the
same photographic spectra of 1981-1983 discussed
in BMN82 and concluded that the NIV line arose
mostly from the star which is “behind during pri-
mary eclipse”. Based on her Figure 1, primary
eclipse is at light curve phase φ ≈0, and the star
she concludes is responsible for the N IV emission is
approaching at φ ≈0.2. This would have been Star
B in our current naming convention.

BMN82 also measured the radial velocities of up-
per Balmer absorption lines and found a correlation

Fig. 23. Spectra obtained by N. Walborn in 1973 and
1977 (unpublished, digitized and calibrated by O. de
Marco and P. Crowther). The vertical dotted line indi-
cates the location of the N IV 4058 Å emission line that
is notably absent during this epoch. The color figure can
be viewed online.

with the upper level of the transition; i.e., optically
thicker lines had more negative speeds, and they in-
terpreted this in terms of the lines being formed in
an accelerating atmosphere. Given that these lines
did not follow the 19.3 d orbit (Niemela 1988), these
results must be taken to refer to Star C.

Three IUE observing campaigns were carried out
during this epoch, starting in 1986 with a series
of low-resolution spectra covering an orbital cycle
(Moffat et al. 1989). These spectra revealed promi-
nent spectral variations that were interpreted in
terms of wind eclipses. Specifically, the flux in the
NIV 1718 Å emission line and the Fe V-VI pseudo-
continuum region become significantly weaker during
the phases when Star B was in front of Star A, com-
pared to the opposite conjunction and to the elonga-
tions. The 1989 and 1991 IUE campaigns provided
a limited number of high resolution spectra over an
orbital cycle and showed significantly stronger emis-
sion line intensities compared to the spectra that had
been obtained in 1979-1981. Particularly relevant
was the emergence of strong N IV] 1486 and Fe V/ VI
emission lines, all of which displayed RV variations
consistent with Star A’s orbital motion. The P Cyg
absorption components were also less extended, sug-
gesting a slower wind speed. A surprising result was
that the slower wind speed was also evident during
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elongations, which contradicted the notion that the
fast ≈3000 km/s wind arose in Star B. The changes
prompted the suggestion that HD 5980 was undergo-
ing an outburst (Koenigsberger et al. 1994).

A.3. Epoch III: 1993-1995

During this epoch HD 5980 underwent two sud-
den outbursts superposed on what appears to be
a plateau in the average visual magnitude. Both
events were observed by Albert Jones, who had been
recording visual magnitudes (henceforth, VJ) since
the mid 1980’s (Bateson & Jones 1994; Bateson
et al. 1994). These data12 showed a “precursor” out-
burst lasting approximately 90 days (≈JD2449290-
2449380 1993 to Oct 29-1994 Jan 27), with a peak
brightness VJ ≈9.2. The “base level” before and af-
ter this first eruption was VJ '10.5. Shortly there-
after, VJ jumped from ≈10.5 on 1994 May 25 to
≈8.2 on 1994 Jul 17 (53 days). The descent started
on approximately 1994 Nov 24 and VJ leveled off to
≈10.2 by 1995 August 30.

Koenigsberger et al. (1994) had reported un-
precedented changes that were observed in HD 5980’s
UV spectrum between 1981 and 1992, including a
visual magnitude brightening, and suggested that it
could be a luminous blue variable (LBV). The spec-
troscopic discovery of the outburst was reported by
Barbá et al. (1994) RV curves of N III 4634-40,
N IV 4058 and He II λ5411 constructed with spectra
obtained between 1994 December and 1995 August
were consistent with the lines originating in Star A
(Barbá et al. 1996). They classified the 1994 June
18-19 spectrum as WN7.

Photometric monitoring during 1995 November-
December by Sterken & Breysacher (1997) yielded
an orbital phase-dependent light curve that differed
from the one obtained in 1979-1981 (BP91) in that
the primary eclipse minimum was much broader and
asymmetrical and the secondary eclipse showed more
extended “wings”. In addition, the light curve had
a rounded form between the primary and secondary
eclipses, and coherent variability on a timescale of
0.25 d was discovered. These “microvariations” were
still detected 24 years later in TESS observations
(Ko laczek-Szymański et al. 2021).

Monitoring of the outburst with IUE started in
1994 November, and the changes in spectral prop-
erties between this first UV spectrum and the end
of the IUE operations in late 1995 are fully docu-
mented in Koenigsberger (2004) and Georgiev et al.
(2011). Here we simply note that the IUE spectrum
of 1994 November is very similar to that of a B1.5Ia+

12Kindly provided to us during 2002-2008 by A. Jones.

star (Koenigsberger et al. 1996) except for the pres-
ence of Si IV λ1400 P Cyg features which, however,
were interpreted to arise in the “fossil” wind that left
the system just prior to the outburst. Because this
wind was traveling faster than the outburst ejecta,
the “fossil” wind would have been unperturbed by
the latter. The maximum speed gleaned from the
Si IV P Cyg absorption component is ≈1700 km/s,
similar to that derived from an FUV spectrum ob-
tained by ORFEUS on 1993 September 17 (orbital
phase 0.075), just ≈42 days prior to the start of the
precursor outburst (Koenigsberger et al. 2006). The
Si IV P Cyg absorptions are not saturated on the
early post-eruption IUE spectra and show substruc-
ture that could be interpreted as several pulses hav-
ing occurred prior to the major outburst.

The reported optical spectra of 1994 September
10-13 (Heydari-Malayeri et al. 1997) are similar to
that of the well-known LBV star P Cygni (B1Ia)
except for the broad He II λ4686 emission whose
strength increased by 50% over a two day time in-
terval. Hillier et al. (2019) remarked on the puzzling
presence of this line in these spectra and also in the
1994 December 30 spectrum published in Koenigs-
berger et al. (1998b), which in addition showed other
WNE-type lines (including N IV λ4058). It had been
assumed that Star B is a H-poor WN star whose
wind dominated the spectrum during the late 1970s
(Breysacher et al. 1982; Moffat et al. 1998) and that
the eruption consisted in a rapid expansion and cool-
ing of the Star A outer layers. However, Hillier et al.
(2019) noted that according to spectral fits of the
Star A spectrum, its optically thick wind in 1994
and early 1995 extended out to ≈130-280 R� and
would have completely engulfed Star B.

The results published by Heydari-Malayeri et al.
(1997) include observations of 1993 September 21-23
(a few days after the ORFEUS spectrum mentioned
above). These spectra displayed mostly WN6-type
lines, although they noted that the relative strength
of the N III and He I lines were more typical of WN8.

A.4. Epoch IV: 1998-2002

In 1999 HST/STIS observed the system at 5 or-
bital phases with a sixth phase being obtained in
early 2000. A densely spaced set of optical spectra
was obtained by FEROS on the ESO 1.5m telescope
in 1998-1999 and reported in Schweickhardt et al.
(2000) and Kaufer et al. (2002), who analyzed the
optical photospheric absorption lines and discovered
that the unblended and isolated O III 5592 Å line un-
dergoes RV variations with P≈97 d and suggesting a
highly eccentric e ≈0.8 orbit. This result provided
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spectroscopic confirmation of the “third light source“
in the eclipse light curve solution of Breysacher &
Perrier (1981) and later once again confirmed by Per-
rier et al. (2009).

Koenigsberger et al. (2002) analyzed the
HST/STIS spectra of 1999 and showed that the pho-
tospheric lines superposed on the Fe V and Fe VI
emissions were stationary on the 19.3 d orbital cycle
and that they were similar to those of the O3V(f*)
star MPG 355, thus providing a strong constraint on
the nature of the third light source.

Koenigsberger et al. (2002) obtained an RV curve
for the Fe VI 1296 Å emission line based on IUE
and HST observations showing a maximum around
orbital phase 0.15 and a minimum around 0.5, with a
peak-to-peak amplitude ≈270 km/s, confirming that
the Fe-lines that first appeared in the mid-1980s still
followed the orbital motion of Star A.

FUSE observations obtained in 2002 provided
FUV continuum and line profiles at 10 orbital phases
(Koenigsberger et al. 2006). Most relevant for our
current study is that the FUV flux at λ1060 Å in
the ORFEUS spectrum that was obtained just prior
to the 1993 precursor outburst was very similar to
that of the FUSE 2002 spectrum at nearly the same
orbital phase. Similarly, the P V 1117 line pro-
files in both spectra were very similar, except for
a small difference in the absorption minimum which
in the ORFEUS spectrum reached −1530 km/s and
−1760 km/s in the FUSE spectrum. In addition, the
line profiles of PV 1117 Å showed wind eclipse ef-
fects at orbital phases φ=0.92-0.12, indicative of the
dense Star A wind. The wind-eclipse model led to
the conclusion that Star A’s accelerating wind was
truncated in the direction of the companion.

A.5. Epoch V: >2003

A second set of FEROS observations was ob-
tained in 2005-2006. The emission line strength had
decreased significantly compared to the set obtained
in 1998-1999 (Foellmi et al. 2008). Contemporane-
ous photometric observations provided a full phase
coverage of the secondary eclipse minimum, yielding
a minimum mv ≈11.4. The average value outside
eclipses mv ≈11.1 is listed in Table 5.

Koenigsberger et al. (2014) identified two sets
of moving emission lines associated with the
N V 4944 Å transition. This transition is signifi-
cantly less optically thick than the other N V lines
visible in the spectrum and is formed very close
to the base of the stellar wind. Hence, its radial
velocity variations were attributed to orbital mo-
tion allowing an estimate of the system’s masses
(61± 10 M�, 66± 10 M�) and orbital separation.

Fig. 24. Photometric light curves for observations ob-
tained in 2003-2006 and in 2014-2017. The abscissa is
orbital phase and the ordinate is visual magnitude as de-
termined from the observations with each telescope. No
relative shifts have been introduced in this figure. Epochs
2003-2006: SWOPE (red); (Foellmi et al. 2008) (blue),
SMARTS (green); Epochs 2014-2017: 2014, ASAS-SN
(red), 2015 May, ASAS-SN (green), 2015 July, ASAS-
SN (black); 2017 August, ASAS-SN (blue); 2017 Oct,
LCOGT (blue dots); 2017 Nov, LCOGT (cyan dots).
The color figure can be viewed online.

The more recent data shown in Figure 24 are
summarized in Table 5 and consist of ESO Dan-
ish photometer data (Foellmi et al. 2008), Swope
and SMARTS (Morrell & Massey, unpublished), and
ASAS-SN and Las Cumbres Observatory data that
were retrieved from the public data bases. Note that
the apparent visual magnitudes may not correspond
to the same filter system, but they provide a measure
of the general brightness at each epoch.

The light curves of this epoch (Figure 24) show
a decline by ≈0.35 mag between the years 2003-2006
and 2014-2017. A change in the orbital-phase de-
pendence is also notable: Although both epochs
show deep eclipses, the “bump” that is present in
the earlier epoch around the time of elongation
(φ ≈0.6-0.85) seems to have vanished by 2017.

We quantify the average value of the visual mag-
nitude over the phase intervals 0.6-0.8 and 0.1-0.2 in
Table 5, showing that 〈mv〉 is systematically brighter
in the phase interval φ=0.1-0.2 in the years 2003-
2005 while no significant difference is evident in the
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remainder of the epochs listed. Perrier et al. (2009)
reported a similar post-periastron brightening.

HST/STIS observations were obtained in 2014
and 2016 and analyzed in Hillier et al. (2019). The
most outstanding result concerns the line profile of
C IV λ1550 on the two spectra, obtained at eclipse
phases. Although the λλ1200-10000 SED was suc-
cessfully fit with the CFMGEN model, the observed
data showed excess emission shortward of line-center,
impossible to account for in the model, in addition
to an extent of the P Cyg absorption components
far in excess of the wind velocities predicted by the
model.

B. LISTS OF OBSERVATIONS

TABLE 7

HIGH DISPERSION LCO SPECTRA

Year Telescope Instrument HJD Phase

· · · · · · · · · -2400000 19.2654d

2006 DuPont echelle 53920.861 0.626

2007 Clay Mag 2 MIKE 54342.731 0.524

2008 DuPont echelle 54670.799 0.553

2008 DuPont echelle 54671.823 0.606

2008 DuPont echelle 54672.799 0.656

2008 Clay Mag 2 MIKE 54774.800 0.951

2009 Clay Mag 2 MIKE 55161.687 0.033

2010 Clay Mag 2 MIKE 55205.520 0.308

2010 DuPont echelle 55341.902 0.387

2010 DuPont echelle 55342.889 0.439

2010 DuPont echelle 55480.501 0.581

2010 DuPont echelle 55481.756 0.646

2010 DuPont echelle 55482.811 0.702

2010 DuPont echelle 55506.500 0.931

2010 DuPont echelle 55507.542 0.985

2010 DuPont echelle 55508.508 0.035

2010 DuPont echelle 55509.500 0.087

2010 DuPont echelle 55510.521 0.140

2010 DuPont echelle 55511.546 0.193

2010 DuPont echelle 55512.502 0.243

2011 Clay Mag 2 MIKE 55761.866 0.186

2011 DuPont echelle 55844.530 0.477

2011 DuPont echelle 55845.564 0.530

2011 DuPont echelle 55846.620 0.585

TABLE 7 (CONTINUED)

HIGH DISPERSION LCO SPECTRA

Year Telescope Instrument HJD Phase

· · · · · · · · · -2400000 19.2654d

2012 Clay Mag 2 MIKE 56084.887 0.953

2012 DuPont echelle 56120.766 0.815

2013 DuPont echelle 56496.804 0.334

2013 DuPont echelle 56497.804 0.385

2013 DuPont echelle 56498.833 0.440

2013 DuPont echelle 56501.750 0.592

2013 DuPont echelle 56502.754 0.643

2013 DuPont echelle 56533.737 0.252

2015 DuPont echelle 57154.896 0.493

2015 DuPont echelle 57157.896 0.649

2017 DuPont echelle 57766.535 0.242

2017 DuPont echelle 57767.523 0.293

2017 Magellan II MIKE 57775.602 0.712

2017 DuPont echelle 57815.498 0.783

2017 DuPont echelle 57816.494 0.835

2017 DuPont echelle 57817.493 0.887

2017 DuPont echelle 57933.918 0.930

2017 DuPont echelle 57934.875 0.980

2017 DuPont echelle 57935.895 0.033

2017 DuPont echelle 57936.906 0.085

2017 DuPont echelle 57980.732 0.360

2017 DuPont echelle 57981.763 0.413

2017 DuPont echelle 57983.760 0.517

2017 Magellan II MIKE 57985.895 0.628

2018 Magellan I MagE 58119.527 0.564

2018 DuPont echelle 58166.540 0.005

2018 DuPont echelle 58167.554 0.057

2018 DuPont echelle 58168.540 0.109

2018 DuPont echelle 58408.609 0.569

2018 DuPont echelle 58409.609 0.621

2018 DuPont echelle 58410.667 0.676

2018 DuPont echelle 58482.543 0.407

2018 DuPont echelle 58483.543 0.459

2019 DuPont echelle 58484.527 0.510

2020 Dupont echelle 58864.530 0.235

2020 Dupont echelle 58865.520 0.286

2020 Dupont echelle 58866.520 0.338
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HD 5980 WIND COLLISION ZONE 431

TABLE 8

SUMMARY LOWER DISPERSION LCO SPECTRA

Telescope Instrument Year HJD φAB φC VHelio

-2400000 19.26d km/s

Baade Mag 1 IMACS 2009 54900.496 0.476 0.495 +7.06

Baade Mag 1 IMACS 2009 54902.494 0.579 0.516 +7.41

DuPont B&C 2009 55031.832 0.293 0.855 ....

DuPont B&C 2009 55037.833 0.604 0.917 ....

DuPont B&C 2009 55038.833 0.656 0.928 ....

Baade Mag 1 IMACS 2009 55072.798 0.419 0.280 -4.78

Clay Mag 2 MagE 2009 55140.702 0.944 0.983 -12.88

Clay Mag 2 MagE 2009 55142.508 0.038 0.001 -12.74

Clay Mag 2 MagE 2009 55143.504 0.089 0.012 -12.74

Clay Mag 2 MagE 2010 55527.770 0.035 0.991 -12.15

Baade Mag 1 MagE 2018 58119.527 0.564 0.832 ....

Baade Mag 1 MagE 2018 58436.512 0.018 0.160 -14.3

Baade Mag 1 MagE 2018 58440.526 0.226 0.201 -14.1

Baade Mag 1 MagE 2018 58447.511 0.589 0.274 -13.5

Baade Mag 1 MagE 2018 58448.516 0.641 0.284 -13.4

Baade Mag 1 MagE 2020 59179.512 0.584 0.906 ....

TABLE 9

MATRIX OF ORBITAL PHASES PER EPOCH

Oct 1998- 2006- 2010- 2019-

1998 1999 2005 2009 2012 2013 2015 2017 2018 2020

· · · 0.989 0.982 · · · 0.985 · · · · · · 0.979 · · · · · ·
· · · · · · 0.992 · · · · · · · · · · · · · · · · · · · · ·
· · · · · · 0.007 · · · · · · · · · · · · · · · 0.005 · · ·
· · · 0.060 0.021 0.033 0.035 · · · · · · 0.033 0.018L · · ·
· · · 0.073 · · · · · · 0.087 · · · · · · 0.085 0.057 · · ·
· · · 0.097 · · · · · · · · · · · · · · · · · · 0.109 · · ·
· · · · · · 0.135 · · · 0.140 · · · · · · · · · · · · · · ·
· · · 0.179 0.163 · · · · · · · · · · · · · · · · · · · · ·
0.204 0.198 · · · · · · 0.193 · · · · · · · · · · · · 0.235

0.245 0.252 · · · · · · 0.243 0.252 · · · 0.242 0.226L · · ·
· · · 0.268 · · · · · · · · · · · · · · · 0.293 · · · 0.286

· · · 0.301 · · · · · · 0.308 0.334 · · · 0.360 · · · 0.338

· · · · · · 0.373 · · · 0.387 0.385 · · · · · · 0.407 · · ·
· · · 0.405 · · · · · · · · · · · · · · · 0.413 · · · · · ·
· · · 0.436 · · · · · · 0.439 0.440 · · · · · · · · · · · ·
· · · 0.459 · · · · · · 0.477 · · · · · · · · · 0.459 · · ·
· · · 0.475 · · · · · · · · · · · · 0.493 0.517 0.510 · · ·
· · · 0.527 · · · 0.524 0.531 · · · · · · · · · · · · · · ·
· · · 0.541 · · · · · · · · · 0.539 · · · · · · · · · · · ·
0.569 · · · · · · 0.553 · · · · · · · · · · · · 0.569 · · ·
· · · · · · · · · · · · 0.582 · · · · · · · · · · · · · · ·
· · · · · · · · · 0.606 0.586 0.591 · · · · · · 0.589L · · ·
· · · · · · · · · 0.626 · · · · · · · · · 0.628 0.621 · · ·
· · · 0.656 · · · 0.647 · · · 0.643 0.649 · · · 0.641L · · ·
· · · 0.732 · · · · · · 0.702 · · · · · · 0.712L 0.676 · · ·
· · · 0.748 0.767 · · · · · · · · · · · · · · · · · · · · ·
· · · · · · 0.800 · · · · · · · · · · · · · · · · · · · · ·
0.827 · · · 0.815 · · · 0.815 · · · · · · 0.783 · · · · · ·
· · · 0.838 · · · · · · · · · · · · · · · 0.835 · · · · · ·
· · · 0.887 · · · · · · · · · · · · · · · 0.887 · · · · · ·
0.935 0.939 · · · · · · 0.931 · · · · · · 0.930 · · · · · ·
0.954 · · · 0.955 0.953 · · · · · · · · · · · · · · · · · ·
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432 KOENIGSBERGER ET AL.

TABLE 10

N Vλ4944 MEASUREMENTS

HJD φ RV1 RV2 RV(NaD)3

54670.799 0.553 -78.0 -13.0 -140.0

54671.823 0.606 -126.0 161.0 -140.0

54672.799 0.656 -114.0 165.0 -140.0

54774.800 0.951 -124.0 76.0 -124.0

55140.702 0.944 -55.0 73.0 -127.0

55142.508 0.038 -105.0 130.0 -130.0

55143.504 0.089 -173.0 248.0 -125.0

55143.504 0.089 -174.0 244.0 -127.0

55205.520 0.308 -77.0 134.0 -132.0

55341.897 0.380 -116.0 11.0 -145.0

55342.889 0.439 · · · -39.0 -148.0

55480.501 0.581 -101.0 201.0 -127.0

55481.756 0.646 -126.0 206.0 -126.0

55482.811 0.702 -153.0 208.0 -125.0

55506.500 0.931 -73.0 144.0 -125.0

55507.542 0.985 · · · 41.0 -125.0

55508.508 0.035 13.0 211.0 -125.0

55509.500 0.087 -186.0 245.0 -125.0

55510.521 0.140 -212.0 274.0 -125.0

55511.546 0.193 -216.0 244.0 -125.0

55512.502 0.243 -162.0 230.0 -125.0

55527.770 0.035 -44.0 148.0 -130.0

55761.841 0.185 -178.0 185.0 -142.0

55761.856 0.186 -215.0 214.0 -143.0

55761.874 0.187 -216.0 208.0 -142.0

55761.893 0.191 -206.0 232.0 -142.0

55844.530 0.477 -132.0 42.0 -126.0

55845.564 0.530 -85.0 68.0 -126.0

55846.620 0.585 -113.0 127.0 -126.0

56084.887 0.953 -182.0 -32.0 -147.0

56120.744 0.814 -185.0 150.0 -141.0

56120.765 0.815 -200.0 154.0 -141.0

56120.790 0.817 -195.0 178.0 -141.0

56496.804 0.334 -31.0 127.0 -140.0

56497.804 0.385 -12.0 32.0 -140.0

56498.833 0.440 18.0 41.0 -139.0

56501.750 0.592 -51.0 · · · -139.0

56502.754 0.643 -116.0 · · · -139.0

56533.737 0.252 -140.0 234.0 -130.0

57154.896 0.493 -100.0 50.0 -149.0

57157.896 0.649 -151.0 · · · -150.0

57766.535 0.242 -115.0 229.0 -133.0

57815.498 0.783 -199.0 77.0 -138.0

57817.493 0.873 -102.0 187.0 -138.0

57933.918 0.930 -105.0 150.0 -150.0

57934.875 0.980 · · · -23.0 -148.0

TABLE 10 (CONTINUED)

N Vλ4944 MEASUREMENTS

HJD φ RV1 RV2 RV(NaD)3

57935.893 0.033 -69.0 190.0 -151.0

57936.908 0.085 -180.0 232.0 -158.0

57981.763 0.413 -43.0 52.0 -134.0

57983.760 0.517 -48.0 -6.0 -135.0

57985.895 0.628 -141.0 155.0 -132.0

58166.540 0.005 · · · 1.0 -138.0

58167.554 0.057 -21.0 226.0 -138.0

58168.540 0.109 -182.0 213.0 -139.0

58408.609 0.569 -157.0 171.0 -124.0

58409.609 0.621 -154.0 220.0 -124.0

58410.667 0.676 -141.0 218.0 -124.0

58440.526 0.226 -142.0 194.0 -124.0

58447.511 0.589 -32.0 176.0 -122.0

58448.516 0.641 -77.0 188.0 -127.0

58482.543 0.407 · · · 40.0 -128.0

58483.543 0.459 -163.0 35.0 -128.0

58484.527 0.510 -66.0 56.0 -129.0

58864.530 0.235 -151.0 224.0 -133.0

58865.520 0.286 -97.0 184.0 -133.0

58866.520 0.338 24.0 155.0 -134.0

58864.530 0.235 -162.0 213.0 -133.0

58865.520 0.286 -102.0 164.0 -133.0

58866.520 0.338 9.0 176.0 -134.0

55844.530 0.477 -132.0 42.0 -126.0

55845.564 0.530 -85.0 68.0 -126.0

55846.620 0.585 -113.0 127.0 -126.0

56084.887 0.953 -182.0 -32.0 -147.0

56120.744 0.814 -185.0 150.0 -141.0

56120.765 0.815 -200.0 154.0 -141.0

56120.790 0.817 -195.0 178.0 -141.0

56496.804 0.334 -31.0 127.0 -140.0

56497.804 0.385 -12.0 32.0 -140.0

56498.833 0.440 18.0 41.0 -139.0

56501.750 0.592 -51.0 · · · -139.0

56502.754 0.643 -116.0 · · · -139.0

56533.737 0.252 -140.0 234.0 -130.0

57154.896 0.493 -100.0 50.0 -149.0

57157.896 0.649 -151.0 · · · -150.0

57766.535 0.242 -115.0 229.0 -133.0

57815.498 0.783 -199.0 77.0 -138.0

57817.493 0.873 -102.0 187.0 -138.0

57933.918 0.930 -105.0 150.0 -150.0

57934.875 0.980 · · · -23.0 -148.0

57935.893 0.033 -69.0 190.0 -151.0

57936.908 0.085 -180.0 232.0 -158.0

57981.763 0.413 -43.0 52.0 -134.0
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HD 5980 WIND COLLISION ZONE 433

TABLE 10 (CONTINUED)

N Vλ4944 MEASUREMENTS

HJD φ RV1 RV2 RV(NaD)3

57983.760 0.517 -48.0 -6.0 -135.0

57985.895 0.628 -141.0 155.0 -132.0

58167.554 0.057 -21.0 226.0 -138.0

58168.540 0.109 -182.0 213.0 -139.0

58408.609 0.569 -157.0 171.0 -124.0

58409.609 0.621 -154.0 220.0 -124.0

58410.667 0.676 -141.0 218.0 -124.0

58440.526 0.226 -142.0 194.0 -124.0

58447.511 0.589 -32.0 176.0 -122.0

58448.516 0.641 -77.0 188.0 -127.0

58482.543 0.407 · · · 40.0 -128.0

58483.543 0.459 -163.0 35.0 -128.0

58484.527 0.510 -66.0 56.0 -129.0

58864.530 0.235 -151.0 224.0 -133.0

58865.520 0.286 -97.0 184.0 -133.0

TABLE 10 (CONTINUED)

N Vλ4944 MEASUREMENTS

HJD φ RV1 RV2 RV(NaD)3

58866.520 0.338 24.0 155.0 -134.0

58864.530 0.235 -162.0 213.0 -133.0

58865.520 0.286 -102.0 164.0 -133.0

58866.520 0.338 9.0 176.0 -134.0

Laboratory wavelength used to measure the RVs:
N Vλ4944.37, and Na Iλ 5889.9509
1Radial velocity of the de-blended component on the left,
in units of km s−1, as measured in the observed spectrum
and corrected for the SMC velocity. Heliocentric veloc-
ity and zero-point shifts in the data by using the NaD
measurement listed in Column 5.
2Same as in Column 3 but for the de-blended component
on the right.
3In units of km s−1. This is the centroid of the SMC com-
ponent of NaD as measured on the observed spectrum.
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434 KOENIGSBERGER ET AL.

TABLE 11

COMPENDIUM HE II λ4686 AND Hβ+HE II MEASUREMENTS

Num Year HJD φ RV1 FWHM1 EW2 RV1 FWHM1 EW2 Notes

· · · · · · -2400000 · · · ————HeII 4686—-— ————Hβ+He II –— · · ·
2597 1955 35333.3 0.81 200. 2290. 35.0 128. 1754. 7.7 R

2645 1955 35388.3 0.66 110. 1802. 98.0 16. 1422. 8.7 R

3074 1956 35742.3 0.04 294. 1013. 96.0 396. 973. 11.7 R

3793 1957 · · · · · · 116. 2070. 73.0 265. 1625. 14.0 R

3872 1958 · · · · · · 443. 1217. 79.0 283. 1000. 9.8 R

3882 1958 · · · · · · 258. 1900. 63.0 258. 1000. 8.3 R

4613 1959 36916.3 0.98 181. 1740. 69.0 117. 1740. 18.0 R

4963 1960 · · · · · · 174. 1431. 83.0 74. 1227. 10.7 R

5182 1961 37542.3 0.47 -99. 1095. 107.0 104. 1300. 13.5 R

5212 1961 37572.3 0.03 105. 982. 80.0 280. 1000. 15.3 R

5543 1962 · · · · · · 429. 1973. 54.0 482. 2115. 12.2 R

5571 1962 · · · · · · 388. 1176. 74.0 392. 1249. 14.4 R

5581 1962 37922.3 0.19 -220. 2062. 67.0 -124. 2134. 12.7 R

5586 1962 37925.3 0.35 210. 1517. 68.0 143. 2000. 14.0 R

5594 1962 · · · 0.60 199. 1511. 71.0 110. 1315. 13.9 R

5601 1962 37933.3 0.77 189. 1858. 69.0 133. 1731. 18.1 R

5602 1962 37946.3 0.44 18. 1300. 77.0 32. 1201. 14.8 R

5603 1962 37954.3 0.86 1730. 1880. 82.0 1410. 2170. 13.2 R

5605 1962 · · · 0.98 89. 1754. 72.0 230. 1494. 17.5 R

5611 1962 37959.3 0.12 225. 1831. 73.0 363. 1690. 12.4 R

6078 1963 · · · · · · 13. 1713. 67.0 6. 1455. 11.6 R

7127 1965 · · · · · · 200. 2200. 52.0 282. 2390. 11.0 R

· · · 1973 · · · 0.79 330:: 2300 · · · · · · 69 · · · W

· · · 1977 · · · 0.99 398:: 1927 178:: 1541 31 8.8 W

· · · 1975 42684.6 0.39 · · · · · · 34.3 · · · · · · 4.5 BW

· · · 1976 42973.6 0.39 · · · · · · 26.5 · · · · · · 2.2 BW

· · · 1976 43083.6 0.10 · · · · · · 44.0 · · · · · · 5.7 BW

· · · 1976 43084.6 0.15 · · · · · · 44.5 · · · · · · 6.2 BW

· · · 1977 43194.6 0.86 · · · · · · 43.6 · · · · · · 7.3 BW

· · · 81-84 · · · · · · · · · · · · 82.0 · · · · · · · · · PM

· · · 1989 47784.4 0.11 · · · · · · 67.0 · · · · · · · · · H-M

· · · 1991 48618.4 0.39 · · · · · · 87.0 · · · · · · · · · H-M

· · · 1993 49259.5 0.36 · · · · · · 78.0 · · · · · · 11.8 H-M

· · · 1994 49605.5 0.73 · · · · · · 1.4 · · · · · · 18.5 H-M

· · · 1994 49716.8 0.39 156 1400. 81.0 275 900. 41.5 K98

3571 1998 51094.8 0.94 178. 1527. 76.0 243. 1343. 14.3 F

6981 1998 51100.8 0.24 334. 1485. 78.0 322. 1212. 14.1 F

8851 1998 51133.7 0.95 175. 1477. 66.0 146. 1207. 15.6 F

11811 1998 51138.5 0.20 316. 1537. 66.0 291. 1167. 14.9 F

14981 1998 51145.5 0.57 219. 1251. 88.0 152. 1014. 16.4 F

17081 1998 51150.5 0.83 205. 1605. 72.0 151. 1368. 16.1 F

23711 1998 51174.5 0.07 289. 1066. 71.0 252. 920. 15.0 F

24471 1998 51176.5 0.18 309. 1500. 72.0 282. 1197. 14.5 F

25781 1999 51181.5 0.44 154. 927. 67.0 126. 733. 13.0 F

26441 1999 51183.5 0.54 218. 1143. 83.0 154. 909. 16.4 F

27241 1999 51185.5 0.65 239. 1360. 92.0 168. 1158. 17.7 F
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HD 5980 WIND COLLISION ZONE 435

TABLE 11 (CONTINUED)

COMPENDIUM He II λ4686 AND Hβ+He II MEASUREMENTS

Num Year HJD φ RV1 FWHM1 EW2 RV1 FWHM1 EW2 Notes

· · · · · · -2400000 · · · ————HeII 4686—-— ————Hβ+He II –— · · ·
27941 1999 51187.5 0.75 225. 1565. 86.0 151. 1286. 17.7 F

28681 1999 51189.5 0.85 190. 1617. 68.0 166. 1340. 11.7 F

29441 1999 51191.5 0.95 204. 1564. 64.0 167. 1211. 11.3 F

30311 1999 51193.5 0.06 265. 988. 74.0 229. 851. 15.5 F

31461 1999 51197.5 0.27 315. 1463. 73.0 269. 1021. 15.2 F

1020 1999 51305.3 0.83 367. 1680. 101.0 300. 1500. 25.4 HST

3020 1999 51308.9 0.05 430. 1200. 94.0 390. 1080. 19.0 HST

4020 1999 51310.8 0.15 440. 1560. 103.0 424. 1440. 24.0 HST

5020 1999 51314.9 0.36 357. 1290. 120.0 258. 1135. 20.0 HST

6020 1999 51315.8 0.40 358. 1140. 105.0 296. 1055. 18.0 HST

79411 1999 51375.9 0.53 201. 1173. 102.0 152. 1012. 17.7 F

80871 1999 51379.9 0.73 216. 1554. 111.0 152. 1356. 18.1 F

82121 1999 51381.9 0.84 222. 1552. 96.0 161. 1393. 19.0 F

83811 1999 51383.9 0.94 221. 1497. 93.0 188. 1334. 17.6 F

84511 1999 51384.8 0.99 214. 1382. 105.0 188. 1179. 19.5 F

85181 1999 51385.8 0.04 278. 1080. 91.0 261. 865. 17.0 F

85771 1999 51386.9 0.10 306. 1167. 90.0 299. 1090. 17.8 F

86321 1999 51388.8 0.20 322. 1490. 92.0 341. 1314. 16.7 F

86701 1999 51389.9 0.25 323. 1487. 91.0 338. 1168. 14.9 F

87751 1999 51391.8 0.35 168. 1281. 119.0 136. 1052. 19.6 F

88931 1999 51392.8 0.40 151. 1012. 95.0 105. 953. 18.1 F

90131 1999 51394.9 0.51 180. 1100. 102.0 139. 997. 17.6 F

· · · 2000 51830.5 0.20 · · · · · · 85.0 · · · · · · · · · MD01

o2020 2000 51655.1 0.01 385. 1320. 94.0 342. 1074. 18.0 HST

617801 2005 53538.9 0.80 217. 1952. 98.0 170. 1792. 17.2 F

620221 2005 53541.9 0.96 251. 1855. 84.0 244. 1590. 13.4 F

710740 2005 53561.9 0.99 239. 1541. 94.0 231. 1215. 15.8 F

725630 2005 53576.8 0.77 269. 1996. 96.0 221. 1803. 15.8 F

925220 2005 53638.7 0.98 235. 1675. 84.0 226. 1346. 13.6 F

928161 2005 53641.7 0.13 340. 1897. 86.0 347. 1716. 14.4 F

1022731 2005 53665.5 0.37 136. 1174. 103.0 95. 1150. 16.7 F

f12 2006 53715.8 0.98 236. 1661. 84.0 224. 1331. 13.7 F

f34 2006 53716.5 0.02 255. 1187. 92.0 214. 928. 14.8 F

f56 2006 53731.5 0.80 218. 1966. 90.0 176. 1858. 15.0 F

f8 2006 53734.6 0.96 245. 1902. 73.0 266. 1561. 13.2 F

f9 2006 53735.5 0.01 243. 1401. 93.0 216. 1160. 16.9 F

f1112 2006 53738.5 0.16 334. 1994. 82.0 298. 1738. 13.0 F

phi476L 2009 54900.4 0.48 135 1442 68 109 1367 10.1 LCO

phi579L 2009 54902.5 0.58 178 1693 71 159 1641 11.3 LCO

phi293L 2009 55031.8 0.29 276 1741 64 247 1601 10.0 LCO

phi604L 2009 55037.8 0.60 257 1784 73 213 1718 11.1 LCO

phi656L 2009 55038.8 0.66 311 1908 73 302 1898 11.8 LCO

phi419L 2009 55072.8 0.42 122. 1237. 58.0 151. 1320. 8.7 LCO

phi944L 2009 55140.7 0.94 273 2011 72 271 1794 11.8 LCO

phi038L 2009 55142.5 0.38 326 1067 61 314 1027 10.6 LCO
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TABLE 11 (CONTINUED)

COMPENDIUM He II λ4686 AND Hβ+He II MEASUREMENTS

Num Year HJD φ RV1 FWHM1 EW2 RV1 FWHM1 EW2 Notes

· · · · · · -2400000 · · · ————HeII 4686—-— ————Hβ+He II –— · · ·
phi089L 2009 55143.5 0.89 333 1684 63 360 1450 10.5 LCO

phi035L 2010 55527.8 0.04 318 1132 55 317 904 8.0 LCO

o9020 2014 56741 0.0 391 1462 67 356 1239 21.0 HST

phi0.49 2015 57154.9 0.49 97 1371 59 113 1260 10.1 LCO

phi0.65 2015 57157.9 0.65 183 1712 79 106 1507 9.9 LCO

o1140 2016 57653 0.36 259 1415 68 140 1359 23.0 HST

phi564L 2018 58119.5 0.56 182 1434 75 137 1233 12.4 LCO

phi018L 2018 58436.5 0.02 317 1354 76 323 988 12.9 LCO

phi226L 2018 58440.5 0.23 470 1781 62 431 1410 10.5 LCO

phi589L 2018 58447.5 0.59 211 1576 68 136 1391 10.8 LCO

phi641L 2018 58448.5 0.64 228 1658 72 126 1484 10.7 LCO

phi584L 2020 59179.5 0.58 225 1632 69 156 1545 10.5 LCO

Notes: R=Radcliff; BW=Breysacher & West-erlund (1978); H-M=Heydari-Malayeri et al. (1997); K98=Koenigsberger
et al. (1998b); F=FEROS; HST=Hubble Space Telescope; MD01= Massey & Duffy (2001); LCO=Las Campanas
Observatory; Laboratory wavelength used to measure the radial velocities: λ4685.70 and λ4861.32 from the cmfgen
model spectrum.
1In units of km s−1, not corrected for SMC motion.
2In units of Å.
3The density-to-intensity calibration of this spectrum is uncertain.

TABLE 12

N IVλ3483 AND λ4058

Num Year HJD φ RV1 FWHM1 EW2 RV1 FWHM1 EW2 Notes

· · · · · · -2400000 · · · ————N IVλ3483—- ———— N IV λ4058 —— · · ·
· · · 1994 49716.8 0.39 bl bl 1.6 -20 702 0.50 New

3571 1998 51094.8 0.94 · · · · · · · · · 3 672 4.1 F

6981 1998 51100.8 0.24 · · · · · · · · · 193 505 3.7 F

8851 1998 51133.7 0.95 · · · · · · · · · 61 752 4.2 F

11811 1998 51138.5 0.20 · · · · · · · · · 231 840 4.8 F

14981 1998 51145.5 0.57 · · · · · · · · · 17 744 4.4 F

17081 1998 51150.5 0.83 · · · · · · · · · -22 775 3.9 F

23711 1998 51174.5 0.07 · · · · · · · · · 219 786 4.1 F

24471 1998 51176.5 0.18 · · · · · · · · · 224 839 4.2 F

25781 1999 51181.5 0.44 · · · · · · · · · 60 573 2.4 F

26441 1999 51183.5 0.54 · · · · · · · · · 35 639 3.3 F

27241 1999 51185.5 0.65 · · · · · · · · · 26 770 3.8 F

27941 1999 51187.5 0.75 · · · · · · · · · 281 800 4.1 F

28681 1999 51189.5 0.85 · · · · · · · · · -53 624 2.9: F

29441 1999 51191.5 0.95 · · · · · · · · · 33 578 3.0 F

30311 1999 51193.5 0.06 · · · · · · · · · 194 712 5.1 F

31461 1999 51197.5 0.27 · · · · · · · · · 142 773 4.3 F

1020 1999 51305.3 0.83 364 1136 5.2 142 1001 4.6 HST

3020 1999 51308.9 0.05 513 1081 3.0 322 926 4.8 HST

4020 1999 51310.8 0.15 422 1300 6.1 378 900 4.0 HST

5020 1999 51314.9 0.36 247 1181 4.9 231 985 4.5 HST
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TABLE 12 (CONTINUED)

N IVλ3483 AND λ4058

Num Year HJD φ RV1 FWHM1 EW2 RV1 FWHM1 EW2 Notes

· · · · · · -2400000 · · · ————N IVλ3483—- ———— N IV λ4058 —— · · ·
f8 2006 53734.6 0.96 · · · · · · · · · 74 870 3.5 F

f910 2006 53735.5 0.01 · · · · · · · · · 145 838 3.1 F

f1112 2006 53738.5 0.16 · · · · · · · · · 227 856 2.7 F

phi476L 2009 54900.4 0.48 · · · · · · · · · 69 836 1.9 LCO

phi579L 2009 54902.5 0.58 · · · · · · · · · 61 966 2.3 LCO

phi293L 2009 55031.8 0.29 · · · · · · · · · 151 987 2.2 LCO

phi604L 2009 55037.8 0.60 · · · · · · · · · 95 850 2.0 LCO

phi656L 2009 55038.8 0.66 · · · · · · · · · 112 952 1.9 LCO

phi419L 2009 55072.8 0.42 · · · · · · · · · 124 613 1.7 LCO

phi944L 2009 55140.7 0.94 14 1004 6.1 47 770 2.0 LCO

phi038L 2009 55142.5 0.38 146 1205 6.2 192 896 2.4 LCO

phi089L 2009 55143.5 0.89 161 1163 5.8 236 906 2.4 LCO

phi035L 2010 55527.8 0.04 70 1013 4.2 249 882 1.6 LCO

o9020 2014 56741 0.0 349 1243 5.5 142 941 2.6 HST

phi0.49 2015 57154.9 0.49 · · · · · · · · · 22 749 2.0 LCO

phi0.65 2015 57157.9 0.65 · · · · · · · · · -23 825 2.2 LCO

o1140 2016 57653 0.36 236 1273 5.0 144 753 1.9 HST

phi564L 2018 58119.5 0.56 199 1109 4.6: -21 800 2.8 LCO

phi018L 2018 58436.5 0.02 185 1040 7.8 229 932 3.2 LCO

phi226L 2018 58440.5 0.23 326 997 4.8 257 680 2.5 LCO

phi589L 2018 58447.5 0.59 141 1039 4.6: 35 698 2.4 LCO

phi641L 2018 58448.5 0.64 117 991 4.8 19 711 2.4 LCO

phi584L 2020 59179.5 0.58 90 1117 5.8 59 851 2.0 LCO

f8 2006 53734.6 0.96 · · · · · · · · · 74 870 3.5 F

f910 2006 53735.5 0.01 · · · · · · · · · 145 838 3.1 F

f1112 2006 53738.5 0.16 · · · · · · · · · 227 856 2.7 F

phi476L 2009 54900.4 0.48 · · · · · · · · · 69 836 1.9 LCO

phi579L 2009 54902.5 0.58 · · · · · · · · · 61 966 2.3 LCO

phi293L 2009 55031.8 0.29 · · · · · · · · · 151 987 2.2 LCO

phi604L 2009 55037.8 0.60 · · · · · · · · · 95 850 2.0 LCO

phi656L 2009 55038.8 0.66 · · · · · · · · · 112 952 1.9 LCO

phi419L 2009 55072.8 0.42 · · · · · · · · · 124 613 1.7 LCO

phi944L 2009 55140.7 0.94 14 1004 6.1 47 770 2.0 LCO

phi038L 2009 55142.5 0.38 146 1205 6.2 192 896 2.4 LCO

phi089L 2009 55143.5 0.89 161 1163 5.8 236 906 2.4 LCO

phi035L 2010 55527.8 0.04 70 1013 4.2 249 882 1.6 LCO

o9020 2014 56741 0.0 349 1243 5.5 142 941 2.6 HST

phi0.49 2015 57154.9 0.49 · · · · · · · · · 22 749 2.0 LCO

phi0.65 2015 57157.9 0.65 · · · · · · · · · -23 825 2.2 LCO

o1140 2016 57653 0.36 236 1273 5.0 144 753 1.9 HST

phi564L 2018 58119.5 0.56 199 1109 4.6: -21 800 2.8 LCO

phi018L 2018 58436.5 0.02 185 1040 7.8 229 932 3.2 LCO

phi226L 2018 58440.5 0.23 326 997 4.8 257 680 2.5 LCO

phi589L 2018 58447.5 0.59 141 1039 4.6: 35 698 2.4 LCO

phi641L 2018 58448.5 0.64 117 991 4.8 19 711 2.4 LCO

phi584L 2020 59179.5 0.58 90 1117 5.8 59 851 2.0 LCO

Notes: Same as in Table 11.

N IV reference wavelengths are (3478.7+3483.00+3484.93)/3.=λ3482.21 and λ4057.76.
1In units of km s−1, not corrected for SMC motion.
2In units of Å.
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C. POSSIBLE Star B SPECTRUM

In an attempt to extract the Star B spectrum, we
use the HST/STIS observation obtained in 1999. We
shift the φ=0.83 and 0.15 spectra in velocity to the
Star A reference frame (add 180 km/s and subtract
236 km/s, respectively). Then under the assumption
that Star B is mostly hidden from view at φ=0.0, we
subtract this eclipse spectrum from the shifted ones.
Finally, we shift both residuals in velocity to the rest
frame of Star B. This is accomplished once again
using the RV curve of Koenigsberger et al. (2014).
The shifts are, respectively, +320 km/s (φ=0.83) and
−490 km/s (φ=0.15). The result is shown in Fig-
ure 25 which suggests that Star B emits a relatively
narrow (FWHM ∼600 km/s) line at He II λ1640,
with no obvious P Cyg absorption. Both N V λ1240
and C IV λ1550 show similarly narrow emission but
in this case include an extended P Cyg absorption
component extending to −2200 km/s. In the visual
range, the He II λ4686 line appears as a relatively
weak emission with FWHM∼2300 km/s, as well as
many of the other transitions with varying intensities
and widths.

The residual spectrum, assumed to correspond
to Star B, is not the same at both elongations. This
is not unexpected given that the emission line pro-
files differ somewhat between these two phases, as
shown in Figure 16. The average continuum flux
between 1575-1600 Å is 6.32 × 10−13 (φ=0.83) and
7.91×10−13 (φ=0.15) erg/cm2s in the Star B spec-
trum alone. However, we have already established
that the continuum brightness in general is larger
around periastron. Because only one Star A spec-
trum was used to obtain the residuals, it is impossi-
ble to determine which of the two stars is responsible
for the periastron brightening. (The average contin-
uum flux for A+B+C in the φ=0.83 and the φ=0.15
spectra is, respectively, 3.04×10−12, 3.20×10−12).

Fig. 25. Difference between the HST/STIS spectrum ob-
tained at elongations in 1999 and the spectrum obtained
during primary eclipse (φ=0) in 2000. The spectrum at
φ=0.15 is shifted vertically by 5.×10−12 ergs/(s Å). The
horizontal dash line indicates the zero flux level. The
color figure can be viewed online.
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HD 5980 WIND COLLISION ZONE 439

D. EXAMPLE OF THE ECHELLE ORDERS THAT WERE USED TO NORMALIZE ORDER 35

Fig. 26. Echelle orders 34, 36 (red) and 35 (blue), the latter containing the He II λ5411 line. The abscissa shows pixel
number on the echelle image. The ordinate shows counts. The normalized profiles were constructed by dividing the
counts of order35 by the average counts (order34+order36)/2, after which the spectrum was cleaned of cosmic rays.
Each panel is labeled by the orbital phase (2010-2012) and the spectra of 2013 are so labeled. The color figure can be
viewed online.
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Ko laczek-Szymański, P. A., Pigulski, A., Michalska, G.,
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G. Ferrero and R. Gamen: Facultad de Ciencias Astronómicas y Geof́ısicas, Universidad Nacional de La Plata,
and Instituto de Astrof́ısica de La Plata (CCT La Plata-CONICET), Paseo del Bosque S/N, B1900FWA,
La Plata, Argentina (gferrero@fcaglp.unlp.edu.ar, rgamen@fcaglp.unlp.edu.ar).

D. J. Hillier: Department of Physics and Astronomy, & Pittsburg Particle Physics, Astrophysics and Cos-
mology Center (PITT PACC), 3941 O’Hara Street, University of Pittsburgh, Pittsburgh, PA 15260, USA
(hillier@pitt.edu).

G. Koenigsberger: Instituto de Ciencias F́ısicas, Universidad Nacional Autónoma de México, Ave. Universidad
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OBITUARY

Renan Arcadio Poveda Ricalde
1930–2022

Arcadio Poveda passed away in Mexico City on March 24th, 2022. He was a Professor at the Instituto de
Astronomı́a of the Universidad Nacional Autónoma de México (UNAM). He also held a Chair of Excellence,
and was an Emeritus Professor of both UNAM and the Sistema Nacional de Investigadores of Consejo Nacional
de Ciencia y Tecnoloǵıa (Conacyt).

He was born in Mérida, Yucatán on July 15th, 1930. From an early age he showed great interest in
science and research. He moved from Mérida to Mexico City to study Physics at the Facultad de Ciencias,
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444 OBITUARY – ARCADIO POVEDA

UNAM. At the same time, he attended astronomy lectures delivered by Paris Pishmish at the Observatorio
Astronómico Nacional. He continued his studies at the University of California at Berkeley, where he obtained
his PhD in 1956. Upon his return to Mexico City he was appointed Associate Researcher at the Instituto de
Astronomı́a of UNAM, where he continued for the rest of his career. Early on, he showed great interest in
lecturing and incorporating young students into research projects. He was intensely dedicated and productive,
and soon several students were excited by his enthusiasm for astrophysics. In 1962, he directed my BSc thesis
on Stromgren Spheres. Since the beginning of the operation of the first computer in Mexico, the IBM 650
at UNAM Computing Center, he encouraged his students to become familiar with this instrument for the
development of their future research.

The astrophysical topics he studied were very diverse, I will mention briefly some of his main subjects of
interest.

Poveda realized that the masses of elliptical galaxies could be derived from their observable photometric
and kinematic properties, specifically from the dispersion of their star velocities with the help of the Virial
Theorem. Masses play an important role in correlations of galaxian properties, as unified in the Fundamental
Plane. This work formed a foundation for many subsequent studies.

In 1965, from just a handful of observational data related to star formation then available, he proposed
a scenario with several predictions that were well ahead of that time. Originally motivated by two puzzling
facts then known, the existence of young stars below the main sequence and the so-called Faulkner-Griffiths-
Hoyle paradox, Poveda went on to predict the existence of infrared excesses in young stars, to speculate on the
ubiquity of planetary systems, and to present a modern view that described several key characteristics of the
Herbig-Haro objects. These predictions were later confirmed observationally and constitute an important part
of our present knowledge of stellar and planetary formation.

Poveda was also interested in supernova explosions and their remnants. His collaboration with Ludowijk
Woltjer led to an empirical relation linking the surface brightness at radio wavelengths with the diameter of
supernova remnants: the sigma-D Relation. While the theoretical explanation of this relation is not fully
satisfactory, its practical utility in the estimation of distances to supernova remnants made it very appealing
in the study of their galactic distribution.

In 1967 Poveda and Christine Allen proposed a new mechanism that drives runaway stars as the result of
the gravitational collapse of proto-stellar clusters. Over the years, this mechanism has proved to be viable,
and it is now recognized as one of the two most accepted mechanisms that give rise to runaway stars in our
Galaxy. In their research they wondered about the formation of double and multiple stars. They concluded
that there were three processes involved: multiple condensations, capture, and fission. They and others made
much progress on multiple condensations and cluster disintegration. In later work, they pointed out that young
double stars can be found at large separations (up to 100,000 AU) while the maximum separations found became
smaller the older the systems are. The work on runaway stars triggered interest to catch escaping stars “in
flagranti” among the Orion Trapezium members, and their close neighbors. This problem has encouraged some
colleagues to obtain data to improve our knowledge on the kinematics of that very young and relatively nearby
stellar system. Recent observations of components A, B and E in the Orion Trapezium, favor very recent,
and probably ongoing, violent dynamical activity among the Trapezium members which are, in turn, multiple
systems themselves. As part of their work on trapezia, they found that they can eject members either early
on in their evolution (1000 yr) or much later (a million yr). Depending on their configuration, trapezia can
completely disintegrate in times as short as several thousand years, or they can last up to a million years.

Poveda extended his scientific interests to planetary sciences, namely to comets, asteroids, meteorites,
and impact craters. In particular, the Chicxulub impact crater caught his attention. Chicxulub is the best
preserved of the large multi-ring craters in the terrestrial record and its impact has been related to the global
environmental climatic effects and the mass extinction that marks the Cretaceous-Tertiary boundary. In
addition to studying the crater, he investigated asteroid and cometary impacts in the inner solar system,
impact chronologies, and near-Earth objects, thus bringing a planetary perspective to crater studies.

In addition to his astronomical work, Poveda was active in academic-administrative tasks that led to the
development of several research institutions. In 1968 he was appointed Director of the Instituto de Astronomı́a,
UNAM. Around 1973, and full of enthusiasm, he started the construction of the Observatorio Astronómico
Nacional in the Sierra de San Pedro Mártir, in Baja California. This site had been identified by Guillermo Haro
as suitable for this purpose a few years earlier. Much of Poveda’s effort was the development and construction
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OBITUARY – ARCADIO POVEDA 445

of this observatory. Three telescopes that are still in operation were installed (84 cm, 1.5 m and 2.1 m in
diameter). The observatory was inaugurated in September 1979. From the beginning of this development,
the need to establish an operations station, as well as an astronomical research center in the nearby city of
Ensenada, was recognized. This center was inaugurated in 1980. A few years later, Poveda became a leading
administrator at UNAM. He was appointed as member of the Governing Board of this university, and later as
Dean of Science, in addition to participating in various planning committees.

Apart from his activities at UNAM, he promoted the foundation of the Centro de Investigación Cient́ıfica
y Educación Superior de Ensenada, Baja California (CISESE); and also the foundation of the Centro de
Investigación en Óptica (CIO) in León Guanajuato, among other projects. He also held various advisory
positions in other academic institutions.

He was a member of the Mexican Academy of Sciences, the American Astronomical Society, and the
International Astronomical Union.

His work was widely recognized through the many distinctions he received: the Prize for Young Scientist
from the Academia Mexicana de Ciencias (1966), the National Prize for Sciences and Arts (1975), the Eligio
Ancona Medal from the Government of Yucatan (1977), and honorary doctorates from the Universidad de
Yucatán (1977), from the Centro de Investigación en Óptica (2000), and from the University Council of UNAM
(2001). He was appointed as member of El Colegio Nacional in 1989. The public planetarium in his native
Mérida, Yucatán, bears his name in recognition of his academic merits.

He is survived by his son Renan, his daughter Laila, and several grandchildren.

Manuel Peimbert
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OBITUARY

Maŕıa Estela de Lara Andrade

On April 25, B.S Maŕıa Estela de Lara Andrade passed away in the city of Ensenada, Baja California. She
worked for more than forty years as an Academic Technician at the Institute of Astronomy (IA) of the National
Autonomous University of Mexico (UNAM), where she carried out various tasks in support of astronomical
research, but where she also made her own original contributions. While still a student, Estela joined the IA
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staff in 1973 to write her Bachelor thesis in Physics. Under the direction of Dr. Carlos Chavarŕıa Kleinhenn,
she developed a research topic suggested by Dr. Harold L. Johnson. She concluded this work in 1976, and
successfully defended it at the Faculty of Sciences of the UNAM. The title of her thesis was “Photoelectric
Photometry with a Silicon Detector”. Since her first staff appointment she became an assiduous user of the
two telescopes installed at the then nascent National Astronomical Observatory, developed by UNAM on the
top of the Sierra de San Pedro Mártir, Baja California. She thus became a pioneer at this new observatory.
Due to the frequency and number of observations required for her work, in 1975 she decided to settle down in
Ensenada, where she also formed a solid family.

The photoelectric photometry of young stars was her main astronomical research subject. More than twenty
research papers published in specialized international journals reflect her contribution. She also participated
with presentations at various scientific congresses.

Her interest in disseminating astronomical knowledge was enduring, which is why she dedicated an important
part of her time to outreach work, especially aimed at children. Her work enabled many children to safely enjoy
the total solar eclipse of 1991 and the passage of Venus in front of the solar disk in 2012. In addition to giving
a large number of talks, she organized conference cycles, which over time have become institutional. She was
also a co-author of a couple of books. Starting in 2008, and until her retirement in 2014, she was co-editor of
the Gaceta Ensenada, a periodic journal that UNAM publishes for that city.

In 2011, her work was deservedly valued, when UNAM awarded her the “Sor Juana Inés de la Cruz”
recognition.

Marco Arturo Moreno Corral
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