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#### Abstract

In this article, equilibrium points and families of periodic orbits in the vicinity of the collinear equilibrium points of a binary asteroid system are investigated with respect to the angular velocity of the secondary body, the mass ratio of the system and the size of the secondary. We assume that the gravitational fields of the bodies are modeled considering the primary as a mass point and the secondary as a rotating mass dipole. This model allows to compute families of planar and halo periodic orbits that emanate from the equilibrium points $L_{1}$ and $L_{2}$. The stability and bifurcations of these families are analyzed and the results are compared with the results obtained with the restricted three-body problem (RTBP). The results provide an overview of the dynamical behavior in the vicinity of a binary asteroid system.


## RESUMEN

En este artículo, se investigan los puntos de equilibrio y las familias de órbitas periódicas en la vecindad de los puntos de equilibrio colineal de un sistema binario de asteroides con respecto a la velocidad angular del cuerpo secundario, la relación de masa del sistema y el tamaño del secundario. Suponemos que los campos gravitatorios de los cuerpos se modelan asumiendo el primario como punto masa y el secundario como dipolo de masa giratorio. Este modelo permite calcular familias de órbitas planas y periódicas de halo que emanan de los puntos de equilibrio $L_{1}$ y $L_{2}$. Se analiza la estabilidad y bifurcaciones de estas familias y se comparan los resultados con los obtenidos con el problema de los tres cuerpos restringido (RTBP). Los resultados brindan una descripción general del comportamiento dinámico en la vecindad de un sistema binario de asteroides.
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## 1. INTRODUCTION

In recent years, the investigation and analysis of small celestial bodies have become fundamental to deep space exploration. Thus, understanding the dynamical behavior in the vicinity of small bodies is of

[^0]great interest for the design of exploration missions and also for planetary science.

However, describing how a particle behaves around these objects is a challenging subject in astrodynamics, mainly due to the combination of the rapid rotation of the asteroids around their axis together with the non-spherical shapes.

In particular, an increasing number of binary asteroid systems has been observed throughout the Solar System and, in particular, among the near-Earth asteroids (NEAs). It is estimated that about $15 \%$ of NEAs larger than 0.3 km are binary systems (Pravec et al. 2006; Margot et al. 2015). Most of these binaries are formed by a more massive primary component, usually with a nearly spherical shape, and a small secondary component, generally referred to as
satellite (Pravec et al. 2006; Pravec \& Harris 2007; Walsh et al. 2008; Zhang et al. 2020).

There are several types of binary asteroid systems, which have been grouped according to their physical properties (e.g. size, rotation, mass ratio, diameter; Pravec \& Harris 2007). The characteristics of these groups also suggest different formation mechanisms. As shown by Pravec \& Harris (2007), the Type A binary asteroids are composed of small NEAs, Mars crossers (MC), and MainBelt Asteroids (MBA), with primary components less than 10 km in diameter and with a component size ratio $\left(D_{s} / D_{p}\right)$ less than 0.6 . The Type B, in turn, consists of small asteroids with nearly equal size components $\left(D_{s} / D_{p}>0.7\right)$ and with primary diameters smaller than 20 km . The Types L and W are, respectively, composed of large asteroids ( $D>20 \mathrm{~km}$ ) with relatively very small component size ratio $\left(D_{s} / D_{p}<0.2\right)$ and of small asteroids $(D<20 \mathrm{~km})$ with relatively small satellites ( $D_{s} / D_{p}<0.7$ ) in wide mutual orbits.

Most Type A binary asteroids are synchronous systems, that is, the rotation period of the secondary component is equal to the orbital period around the center of mass of the system (Pravec et al. 2006, 2016). Numerical simulations revealed that binary systems are likely to undergo a chaotic process of energy dissipation involving tidal forces that allows the system to evolve to a fully synchronous end state (Jacobson \& Scheeres 2011). According to Jacobson \& Scheeres (2011), the higher the mass ratio of the binary system, the faster the synchronization can be achieved. This happens because each member of the system exerts tidal forces with the same proportion over each other. Thus, as most systems have mass ratios less than 0.5 , we find in the literature a larger number of systems with only the secondary component coupled with the orbital movement (Pravec et al. 2016).

Performing semi-analytical and/or numerical investigations of the orbits and equilibrium solutions around asteroid systems using simplified models can be useful to provide some preliminary understanding of such systems (Werner 1994; Liu et al. 2011). Simplified models can be used to approximate the gravitational field of irregularly shaped bodies, requiring less computational effort and generating considerable results in a short period of time. Another advantage of using a simplified model is that we can easily investigate the effects of a given parameter on the dynamics of a spacecraft around asteroids, such as, the distribution of stable periodic orbits (Lan et al. 2017), the stability of the equilibrium points (Zeng
et al. 2015; Barbosa Torres dos Santos et al. 2017), as well as the permissible parking regions (Yang et al. 2015; Zeng et al. 2016). In addition, simplified models can be used to support the orbit design (Wang et al. 2017) and feedback control (Yang et al. 2017).

Due to their advantage and considerable results, several simplified models have been proposed to study the orbital dynamics of a particle in the vicinity of irregular bodies. For example, Riaguas et al. $(1999,2001)$ analyzed the dynamics of a particle under the gravitational force of an asteroid modeled as a straight segment. Zeng et al. (2016) analyzed the influence of the parameters $k$ (angular velocity) and $\mu$ (mass ratio) on the equilibrium solutions using the rotating mass dipole model and observed that there are always 5 equilibrium points when considering the primary bodies as points of mass. Other works have investigated the dynamics around small irregular bodies using a simplified model given by an homogeneous cube (Liu et al. 2011), a simple flat plate (Blesa. 2006), a rotating mass dipole (Zeng et al. 2015; Barbosa Torres dos Santos et al. 2017; dos Santos et al. 2017), the dipole segment model (Zeng et al. 2018), a rotating mass tripole (Lan et al. 2017; dos Santos et al. 2020; Santos et al. 2021), and many others.

In particular, aiming to understand the dynamical environment in the vicinity of irregular bodies, Aljbaae et al. (2020) investigated the dynamics of a spacecraft around the asynchronous equal-mass binary asteroid (90) Antiope; the authors applied the Mascon gravity framework using the shaped polyhedral source (Chanut et al. 2015; Aljbaae et al. 2017) to consider the perturbation due to the polyhedral shape of the components. The perturbations of the solar radiation pressure at the perihelion and aphelion distances of the asteroid from the Sun were also considered in that study. In order to investigate the stability of periodic orbits, (Chappaz \& Howell 2015) considered the asynchronous binary asteroid system using the triaxial ellipsoid model and observed that the non-spherical shape of the secondary body significantly influences the behavior of the halo orbit around $L_{1}$ and $L_{2}$.

As said before, simplified models are useful to provide some preliminary understanding of the motion around binary systems, and the circular restricted three-body problem is suitable and often used to investigate the dynamics around small bodies (de Almeida Junior \& Prado 2022). Furthermore, even landing trajectories have been evaluated using a spherical shape for the gravitational field of the primaries in the circular restricted three-body problem
(Tardivel \& Scheeres 2013; Celik \& Sanchez 2017; Ferrari et al. 2016). Although the orbit-attitude coupled equations of motion for a binary asteroid can be obtained using a more sophisticated model, which takes into consideration a potential for a nonspherical distribution of mass (Scheeres et al. 2021; Wen \& Zeng 2022), they are only essential for very close encounters, such as for landing approaches. In this study, the dynamics is investigated for orbits around the binary system of asteroids. Thus, in this contribution, a more simplified model is used, whose results capture the essential parts of the physics of the problem, although its accuracy depends on the parameters of the specific mission. Therefore, we carry out a numerical investigation using the simplified model called a Restricted Synchronous ThreeBody Problem, as introduced by Barbosa Torres dos Santos (2017). The practical advantage of using this model is that we can, in a relatively simple way, analyze the influence of the dimension of the secondary body on the dynamics of a spacecraft in the neighborhood of $M_{2}$.

We focus on the behavior of a particle of negligible mass in the vicinity of a binary system of Type A (NEAs and MBAs). The reason for choosing this class of asteroids is that the NEAs, in particular, are asteroids that pass near the Earth and most of the systems that are part of this class are synchronous systems. Our aim is to understand how the parameters of the dipole, the dimension $(d)$ and the mass ratio $\left(\mu^{*}\right)$ of the system, influence the stability, period and bifurcation of the periodic orbits around the equilibrium points. In $\S 2$ we provide the equation of motion of the three-body synchronous restricted problem. In § 3, we investigate the influence of the force ratio $(k)$ on the appearance of the equilibrium points, keeping the values of $\mu^{*}$ and $d$ fixed. Then, in $\S 4$, we investigate the influence of $\mu^{*}$ and $d$ on periodic orbits (planar and halo) around the equilibrium points $L_{1}$ and $L_{2}$, considering $k$ fixed $(k=1)$. Finally, in $\S 5$, we provide the final considerations that were obtained in this article.

## 2. EQUATIONS OF MOTION

Consider that the motion of a particle with negligible mass, $P(x, y, z)$, is dominated by the gravitational forces of the primary bodies $M_{1}$ and $M_{2}$. As already mentioned, the distance between $M_{1}$ and $M_{2}$ is assumed to be $D=12 \mathrm{~km}$, which will be the normalization factor in the rest of this work. The larger primary is considered to be a point mass with mass $m_{1}$ and the secondary is modeled as a rotating


Fig. 1. Representative image of the geometric shape of the system considered (not in scale).
mass dipole formed by $m_{21}$ and $m_{22}$, as shown in Figure 1.

In canonical units, the sum of the masses of the bodies $M_{1}$ and $M_{2}$ is unitary. In this work, for all numerical simulations, we assume that $m_{1}>m_{21}=m_{22}$ and that the mass ratio is defined by $\mu^{*}=m_{21} /\left(m_{1}+m_{21}+m_{22}\right)$. By analogy, $\mu^{*}=\mu / 2$, with $\mu$ being the usual mass ratio used in the classical restricted three-body problem.

The angular velocity, given by $\boldsymbol{\omega}=\omega \mathbf{z}$, is aligned with the $z$-axis of the system. Here, the unit of time is defined such that the orbital period of the primary bodies around the center of mass of the system is equal to $\omega^{-1}$. Because the system is synchronous, the orbital period of $M_{2}$ around the center of mass is the same as its orbital period around the axis of the dipole.

With respect to the barycentric rotating frame, the masses $m_{1}, m_{21}$ and $m_{22}$ are fixed along the $x$-axis with coordinates $x_{1}=-2 \mu^{*}$, $x_{21}=-2 \mu^{*}-\frac{d}{2}+1$ and $x_{22}=-2 \mu^{*}+\frac{d}{2}+1$, respectively, where $d$, given in canonical units, is the distance between $m_{21}$ and $m_{22}$.

Using the generalized potential

$$
\begin{equation*}
\Omega=\frac{x^{2}+y^{2}}{2}+k\left(\frac{1-2 \mu^{*}}{r_{1}}+\frac{\mu^{*}}{r_{21}}+\frac{\mu^{*}}{r_{22}}\right) \tag{1}
\end{equation*}
$$

we can write the equations of motion of $P$ in a rotating frame centered on the barycenter of the system $\left(M_{1}-M_{2}\right)$ as follows:

$$
\left[\begin{array}{c}
\dot{x}  \tag{2}\\
\dot{y} \\
\dot{z} \\
\ddot{x} \\
\ddot{y} \\
\ddot{z}
\end{array}\right]=\left[\begin{array}{c}
\dot{x} \\
\dot{y} \\
\dot{z} \\
2 \dot{y}+D_{x} \Omega \\
-2 \dot{x}+D_{y} \Omega \\
D_{z} \Omega
\end{array}\right],
$$

with

$$
\begin{aligned}
r_{1} & =\sqrt{\left(x-x_{1}\right)^{2}+y^{2}+z^{2}} \\
r_{21} & =\sqrt{\left(x-x_{21}\right)^{2}+y^{2}+z^{2}} \\
r_{22} & =\sqrt{\left(x-x_{22}\right)^{2}+y^{2}+z^{2}}
\end{aligned}
$$

where $D_{x} \Omega$ denotes the partial derivative of $\Omega$ with respect to $x$ and the same notation is used for $y$ and $z$. The dimensionless parameter $k$ represents the ratio between gravitational and centrifugal accelerations, $k=G(M) /\left(\omega^{* 2} D^{3}\right)$, where $M$ is the total mass of the system in $\mathrm{kg}, \omega^{*}$ is the angular velocity of the $M_{2}$ in $\mathrm{rad} / \mathrm{s}, D$ is the distance, in meters, between $M_{1}$ and the center of mass of $M_{2}$ and, finally, $G=6.67408 \times 10^{-11} \mathrm{~m}^{3} \mathrm{~kg}^{-1} \mathrm{~s}^{-2}$ (Zeng et al. 2015; Feng et al. 2016).

The free parameters of the system are $d, \mu^{*}$ and $k$, which correspond, respectively, to the size of $M_{2}$, the mass ratio and a parameter accounting for the rotation of the asteroid. When $k$ is equal to 1 , the bodies orbit the center of mass of the system without any internal forces in the dipole. On the other hand, when $k<1$, the dipole is stretching, while it is compressing when $k>1$. Therefore, depending on the class of the binary system being analyzed, we need to consider the force ratio value $(k)$. A particular case occurs when $d$ (distance from the mass dipole) is equal to zero, causing the bodies of mass $m_{21}$ and $m_{22}$ to overlap, becoming a point of mass, with mass ratio $2 \mu^{*}$. The classical Restricted Three-Body Problem corresponds to the particular case $d=0$ and $k=1$ (McCuskey 1963; Szebehely 1967). Also, when $d \neq 0$ and $k=1$, we have the Restricted Synchronous Three-Body Problem (Barbosa Torres dos Santos et al. 2017).

### 2.1. Equilibrium Point and Stability Analysis

Let $\mathbf{x}=(x, y, z, \dot{x}, \dot{y}, \dot{z}) \in \mathbb{R}^{6}$ be the state vector of a massless particle and $f: \mathbb{R}^{6} \rightarrow \mathbb{R}^{6}$ be

$$
f(\mathbf{x})=\left[\begin{array}{c}
f_{1}  \tag{3}\\
f_{2} \\
f_{3} \\
f_{4} \\
f_{5} \\
f_{6}
\end{array}\right]=\left[\begin{array}{c}
\dot{x} \\
\dot{y} \\
\dot{z} \\
2 \dot{y}+D_{x} \Omega \\
-2 \dot{x}+D_{y} \Omega \\
D_{z} \Omega
\end{array}\right]
$$

The equilibrium points $L_{i}, i=1,2,3,4,5$, are defined as the zeros of $f(\mathbf{x})$. To determine the linear stability of each equilibrium, one needs to translate the origin to the position of this equilibrium point and linearize the equations of motions around this point. Thus, the linearization over any of these equilibrium points is

$$
\begin{equation*}
\dot{\mathbf{x}}=D_{L_{i}} \mathbf{x} \tag{4}
\end{equation*}
$$

where $D_{L_{i}}$ is the derivative of $f(\mathbf{x})$ computed at the equilibrium point $L_{i}$.

To determine the linear stability of the equilibrium points ( $L_{i}, i=1,2,3,4$ and 5 ), it is necessary to transfer the origin of the coordinate system to the position of the equilibrium points $\left(x_{0}, y_{0}, z_{0}\right)$ and then to linearize the equations of motion around these points, obtaining the results shown below.

$$
\begin{align*}
\ddot{\xi}-2 \dot{\eta}= & \Omega_{x x}\left(x_{0}, y_{0}, z_{0}\right) \xi+\Omega_{x y}\left(x_{0}, y_{0}, z_{0}\right) \eta+  \tag{5}\\
& \Omega_{x z}\left(x_{0}, y_{0}, z_{0}\right) \zeta
\end{align*}
$$

$$
\begin{align*}
\ddot{\eta}+2 \dot{\xi}= & \Omega_{y x}\left(x_{0}, y_{0}, z_{0}\right) \xi+\Omega_{y y}\left(x_{0}, y_{0}, z_{0}\right) \eta+  \tag{6}\\
& \Omega_{y z}\left(x_{0}, y_{0}, z_{0}\right) \zeta \\
\ddot{\zeta}= & \Omega_{z x}\left(x_{0}, y_{0}, z_{0}\right) \xi+\Omega_{z y}\left(x_{0}, y_{0}, z_{0}\right) \eta+  \tag{7}\\
& \Omega_{z z}\left(x_{0}, y_{0}, z_{0}\right) \zeta
\end{align*}
$$

where the partial derivatives in $\left(x_{0}, y_{0}, z_{0}\right)$ mean that the value is calculated at the equilibrium point being analyzed. Partial derivatives are shown in equations 8-13.

$$
\begin{align*}
\Omega_{x x}= & 1+k\left[\frac{3\left(1-2 \mu^{*}\right)\left(x-x_{1}\right)^{2}}{\left(\left(x-x_{1}\right)^{2}+y^{2}+z^{2}\right)^{5 / 2}}-\right. \\
& \frac{1-2 \mu^{*}}{\left.\left(\left(x-x_{1}\right)^{2}+y^{2}+z^{2}\right)^{3 / 2}\right)}+ \\
& \frac{3 \mu^{*}\left(x-x_{21}\right)^{2}}{\left(\left(x-x_{21}\right)^{2}+y^{2}+z^{2}\right)^{5 / 2}}-  \tag{8}\\
& \frac{\mu^{*}}{\left(\left(x-x_{21}\right)^{2}+y^{2}+z^{2}\right)^{3 / 2}}- \\
& \frac{3 \mu^{*}\left(x-x_{22}\right)^{2}}{\left(\left(x-x_{22}\right)^{2}+y^{2}+z^{2}\right)^{5 / 2}}+ \\
& \left.\frac{\mu^{*}}{\left(\left(x-x_{22}\right)^{2}+y^{2}+z^{2}\right)^{3 / 2}}\right]
\end{align*}
$$

$$
\begin{aligned}
\Omega_{y y}= & 1+k\left[\frac{3\left(1-2 \mu^{*}\right) y^{2}}{\left(\left(x-x_{1}\right)^{2}+y^{2}+z^{2}\right)^{5 / 2}}-\right. \\
& \frac{1-2 \mu^{*}}{\left(\left(x-x_{1}\right)^{2}+y^{2}+z^{2}\right)^{3 / 2}}+ \\
& \frac{3 \mu^{*} y^{2}}{\left(\left(x-x_{21}\right)^{2}+y^{2}+z^{2}\right)^{5 / 2}}- \\
& \frac{\mu^{*}}{\left(\left(x-x_{21}\right)^{2}+y^{2}+z^{2}\right)^{3 / 2}}+ \\
& \frac{3 \mu^{*} y^{2}}{\left(\left(x-x_{22}\right)^{2}+y^{2}+z^{2}\right)^{5 / 2}}- \\
& \left.\frac{\mu^{*}}{\left(\left(x-x_{22}\right)^{2}+y^{2}+z^{2}\right)^{3 / 2}}\right]
\end{aligned}
$$

$$
\Omega_{z z}=k\left[\frac{3\left(1-2 \mu^{*}\right) z^{2}}{\left(\left(x-x_{1}\right)^{2}+y^{2}+z^{2}\right)^{5 / 2}}-\right.
$$

$$
\frac{1-2 \mu^{*}}{\left(\left(x-x_{1}\right)^{2}+y^{2}+z^{2}\right)^{3 / 2}}+
$$

$$
\begin{equation*}
\frac{3 \mu^{*} z^{2}}{\left(\left(x-x_{21}\right)^{2}+y^{2}+z^{2}\right)^{5 / 2}}- \tag{10}
\end{equation*}
$$

$$
\frac{\mu^{*}}{\left(\left(x-x_{21}\right)^{2}+y^{2}+z^{2}\right)^{3 / 2}}+
$$

$$
\frac{3 \mu^{*} z^{2}}{\left(\left(x-x_{22}\right)^{2}+y^{2}+z^{2}\right)^{5 / 2}}-
$$

$$
\left.\frac{\mu^{*}}{\left(\left(x-x_{22}\right)^{2}+y^{2}+z^{2}\right)^{3 / 2}}\right]
$$

$$
\Omega_{x y}=\Omega_{y x}=k\left[\frac{3\left(1-2 \mu^{*}\right)\left(x-x_{1}\right)^{2} y}{\left(\left(x-x_{1}\right)^{2}+y^{2}\right)^{5 / 2}}+\right.
$$

$$
\begin{equation*}
\frac{\left.3 \mu^{*}\left(x-x_{21}\right)^{2}\right) y}{\left(\left(x-x_{21}\right)^{2}+y^{2}\right)^{5 / 2}}+ \tag{11}
\end{equation*}
$$

$$
\left.\frac{3 \mu^{*}\left(x-x_{22}\right) y}{\left(\left(x-x_{22}\right)^{2}+y^{2}\right)^{5 / 2}}\right]
$$

$$
\Omega_{x z}=\Omega_{z x}=k\left[\frac{3\left(1-2 \mu^{*}\right)\left(x-x_{1}\right) z}{\left(\left(x-x_{1}\right)^{2}+y^{2}+z^{2}\right)^{5 / 2}}+\right.
$$

$$
\begin{equation*}
\frac{3 \mu^{*}\left(x-x_{21}\right) z}{\left(\left(x-x_{21}\right)^{2}+y^{2}+z^{2}\right)^{5 / 2}}+ \tag{12}
\end{equation*}
$$

$$
\left.\frac{3 \mu^{*}\left(x-x_{22}\right) z}{\left(\left(x-x_{22}\right)^{2}+y^{2}+z^{2}\right)^{5 / 2}}\right],
$$

$$
\Omega_{y z}=\Omega_{z y}=k\left[\frac{3\left(1-2 \mu^{*}\right) y z}{\left(\left(x-x_{1}\right)^{2}+y^{2}+z^{2}\right)^{5 / 2}}+\right.
$$

$$
\begin{equation*}
\frac{3 \mu^{*} y z}{\left(\left(x-x_{21}\right)^{2}+y^{2}+z^{2}\right)^{5 / 2}}+ \tag{13}
\end{equation*}
$$

$$
\left.\frac{3 \mu^{*} y z}{\left(\left(x-x_{22}\right)^{2}+y^{2}+z^{2}\right)^{5 / 2}}\right]
$$

In equations 5-7, $\xi, \eta$ and $\zeta$ represent the position of the particle with respect to the equilibrium point. Through numerical analysis, we observed that
the equilibrium points exist only in the $x y$ plane, regardless of the values assigned to $d, \mu^{*}$ and $k$. Due to the fact that the equilibrium points for the rotating mass dipole model are in the $x y$ plane, the equation 7 is decoupled (it does not depend on $\xi$ and $\eta$ ); therefore, the equation of motion 7 becomes

$$
\begin{equation*}
\ddot{\zeta}=-\vartheta \zeta \tag{14}
\end{equation*}
$$

where $\vartheta$ is constant and depends on the values assigned to $d, \mu^{*}$ and $k$. Equation 14 shows that the motion perpendicular to the $x y$ plane is periodic with frequency $\omega=\sqrt{\vartheta}$. Motion in the $z$ direction is therefore limited with

$$
\begin{equation*}
\zeta=c_{3} \cos (\sqrt{\vartheta} t)+c_{4} \sin (\sqrt{\vartheta}) t \tag{15}
\end{equation*}
$$

where $c_{3}$ and $c_{4}$ are integration constants.
When the motion is in the $x y$ plane, the nontrivial characteristic roots of the equations 5,6 were obtained in Barbosa Torres dos Santos et al. (2017) (considering $k=1$.). The linearization around $L_{1}$ and $L_{2}$ provides a pair of real eigenvalues (saddle), corresponding to one-dimensional stable and unstable manifolds, and one pair of imaginary eigenvalues, suggesting a two-dimensional central subspace in the plane $x y$, which accounts for an oscillatory behavior around the equilibrium point of the linear system (Howell 1982; Haapala et al. 2015). Hence, in general, for $L_{1}$ and $L_{2}$, the stability type is saddle $\times$ center $\times$ center for the problem studied here and also for the CRTPB considering $0<\mu \leq 0.5$. The Lyapunov Center Theorem guarantees, for the planar case, the existence of a one-parameter family of periodic orbits emanating from each of the collinear equilibrium points. Thus, for the spatial case, two one-parameter families of periodic orbits around $L_{1}$ and $L_{2}$ are expected. It was observed that the nature of the eigenvalues of the collinear equilibrium points is not altered when we vary $d, \mu^{*}$ and $k$.

Consider the linearized dynamics around the $L_{1}$ equilibrium point. We will adopt the coordinates $\mathbf{x}^{\prime}=(\xi ; \eta ; u ; v)$, where $u$ and $v$ are the velocities in the $x$ and $y$ direction, respectively, for the physical variables in the linearized planar system. To differentiate, we will use the coordinates $\mathbf{x}_{\mathbf{0}}=(x ; y ; \dot{x} ; \dot{y})$ for the physical variables in the nonlinear system and, finally, $\mathbf{y}=\left(y_{1} ; y_{2} ; y_{3} ; y_{4}\right)$ for the variables in the diagonalized system. We know that if we choose an initial condition anywhere near the equilibrium point the real components of the eigenvalues (stable and unstable) will dominate the particle's behavior. But instead of specifying any initial condition for the
system, we want to find an orbit around the equilibrium point $L_{1}$, for example, with some desired behavior, such as a periodic orbit. This becomes easy if we use the diagonalized system ( $\mathbf{y}_{\mathbf{0}}$ ) to determine the initial conditions. As we want to minimize the component in the unstable direction of the non-linear path, we must choose the initial conditions that correspond to the harmonic motion of the linear system. Thus, we choose the initial condition in the diagonalized system as $\mathbf{y}_{\mathbf{0}}=\left(0 ; 0 ; y_{3} ; y_{4}\right)$, where the non-zero initial values can be complex numbers and are intended to amplify the oscillatory terms. Null terms have the function of nullifying exponential (unstable) terms. In fact, if we want to get real solutions at the $\mathbf{x}^{\prime}$ coordinates, we must consider $y_{3}$ and $y_{4}$ as complex conjugates. Transforming these conditions back to the original coordinates of the linear system, from the transformation $\mathbf{x}_{\mathbf{0}}=T \mathbf{y}_{\mathbf{0}}$, we find the initial conditions in the linearized system $\mathbf{x}_{0}^{\prime}=\left(x^{\prime}\right.$, $\left.y^{\prime}, u, v\right)$, where $T$ is the matrix of the eigenvectors of the state transition matrix $A$. The Jacobian matrix $A$ contains the Hessian pseudo potential derived from the truncated Taylor series expansion over the reference solution.

Due to the fact that these initial conditions were chosen to nullify the unstable and stable eigenvectors, they provide a harmonic movement in the linear system.

Now that we have the initial conditions for the linear system, we want to find a periodic planar orbit in the nonlinear system.

We note that the potential function for the system studied here depends only on the distances that a spacecraft are from the primary bodies, that is, it has symmetry with respect to the $x$-axis. Taking advantage of the fact that the planar orbits are symmetrical with respect to the $x$-axis, the initial state vector takes the form $\mathbf{x}_{\mathbf{0}}=\left[x_{0} 0,0, \dot{y}_{0}\right]^{T}$. These symmetries were used to find symmetric periodic orbits. This was done by determining the initial conditions, on the $x$-axis, where the initial velocity is perpendicular to this axis $(\dot{y})$ and then the integration is done until the path returns by crossing the $x$-axis with the speed orientation $\dot{y}_{f}$ opposite to the initial condition. This orbit can be used as an initial guess to use Newton's method, where the target state is quoted above; that is, that the orbit returns to $x$-axis with normal velocity. The equations of motion and the state transition matrix are incorporated numerically until the trajectory crosses the $x$-axis again. The final desired condition has the following form: $\mathbf{x}_{\mathbf{f}}=\left[x_{f} 0,0, \dot{y}_{f}\right]^{T}$.

## 3. COLLINEAR EQUILIBRIUM POINTS AS A FUNCTION OF THE RATIO BETWEEN GRAVITATIONAL AND CENTRIFUGAL ACCELERATIONS

In this section, we analyze the influence of the parameter $k$ on the position of the collinear equilibrium points, since the influence of $d$ and $\mu^{*}$ on the collinear points has already been performed in the work of Barbosa Torres dos Santos et al. (2017).

To determine how $k$ affects the positions of the collinear equilibrium points, we consider $\mu^{*}=1 \times 10^{-3}$ and $d=1 / 12$ canonical units.

Figure 2 shows the $x$ coordinates of $L_{1}, L_{2}$ and $L_{3}$ as a function of $k$. Because they are at both ends of the $x$ axis, the positions of $L_{2}$ (right curve) and $L_{3}$ (left curve) are more affected than the position of $L_{1}$. Consider that there are three forces acting on the system: (i) the gravitational force of $M_{1}$; (ii) the gravitational attraction of $M_{2}$; and (iii) the centrifugal force, which is directly proportional to the angular velocity of the system around the center of mass and the distance between the equilibrium point and the center of mass of the system. Thus, by decreasing the angular velocity of the asteroid system around the center of mass, as $k$ becomes larger, it is necessary to increase the distance between $P$ and the center of mass, such that the centrifugal force remains at the same value and it counterbalances the gravitational forces from $M_{1}$ and $M_{2}$, which remain unchanged. Thus, $L_{2}$ and $L_{3}$ move away from the center of mass of the system. Although $L_{1}$ also moves away from the center of mass of the system, it does so in a more subtle way. This is because, when moving away from the center of mass of the system, $L_{1}$ approaches $M_{2}$. Regarding the gravitational force increases, a balancing force is needed to prevent $L_{1}$ from going too close to $M_{2}$.

As shown in Figure 2, the $x$ coordinates of $L_{2}$ and $L_{3}$ tend to $\pm \infty$, respectively, when $k \rightarrow \infty$, that is, when the asteroid system ceases to rotate. This implies that $L_{2}$ and $L_{3}$ cease to exist when the asteroids are static. On the other hand, the equilibrium point $L_{1}$ continues to exist when $k \rightarrow \infty$, due to the balance between the gravitational forces between $M_{1}$ and $M_{2}$.

## 4. PERIODIC ORBITS AROUND THE FIRST AND SECOND COLLINEAR EQUILIBRIUM POINTS AS A FUNCTION OF THE MASS PARAMETER AND THE SIZE OF THE DIPOLE

Based on previous knowledge about Type A asteroids, we consider that the most massive primary


Fig. 2. $x$-coordinates of the equilibrium points $L_{1}, L_{2}$ and $L_{3}$ for different values of $k$. The color figure can be viewed online.
is spherical in shape and with a diameter of 5 km (Pravec \& Harris 2007; Walsh \& Jacobson 2015). Also, knowing that, on average, the mutual orbit of type A binary asteroids has a semi-major axis of about 4.8 primary component radii (Walsh \& Jacobson 2015), we consider that the distance between the bodies is 12 km , which is the normalization factor for the distances. Finally, type A asteroids are known to have moderately sized secondaries, ranging from $4 \%$ to $58 \%$ of the size of the primary; the mass ratios $\left[m_{2} /\left(m_{1}+m_{2}\right)\right]$ vary from $6.4 \times 10^{-5}$ to $2.0 \times 10^{-1}$. Based on this evidence, we will consider in this analysis the dimension of the secondary from 0 to 2 km , where we vary it in steps of 500 meters, and a range of the mass ratios from $1 \times 10^{-5}$ to $1 \times 10^{-1}$, where we vary them in steps of $10^{-1}$.

Periodic orbits are of special interest to explore the dynamical behavior of a massless particle in the vicinity of two primary bodies.

The results below were obtained by calculating approximately 3500 orbits from each family, starting from an initial condition with very low amplitude, and continuing the families until the orbits obtained came near the surface of the asteroids. To find symmetric periodic orbits, we consider $k=1$, that is, the bodies orbit the center of mass of the system without any internal forces.

Each family was calculated for different values of $\mu^{*}$ and $d$ to highlight the effect of the mass ratio of the system and of the elongated shape of the secondary body on the dynamical behavior of a space
vehicle in the vicinity of the binary system. To analyze the influence of the elongation of the secondary body on the periodic orbits, we determined the periodic orbits considering the values $d=0 ; 0.5 ; 1 ; 1.5$ and 2 km . Also, aiming to understand the influence of $\mu^{*}$ on the periodic orbits, we determined the periodic orbits considering the values $\mu^{*}=10^{-5} ; 10^{-4}$; $10^{-3} ; 10^{-2}$ and $10^{-1}$.

We are interested in the stability of the periodic solutions, which can be determined by analyzing the eigenvalues of the monodromy matrix. Given the sympletic nature of the dynamical system, if $\lambda$ is a characteristic multiplier, then $1 / \lambda$ also is, as well as $\bar{\lambda}$ and $1 / \bar{\lambda}$. Thus, the periodic solutions investigated have six characteristic multipliers that appear in reciprocal pairs, with two of them being unitary (Meyer \& Hall 1992; Bosanac 2016). The other four may be associated with the central subspace or with the stable/unstable subspace. In general, a particular orbit has six characteristic multipliers of the form $1,1, \lambda_{1}, 1 / \lambda_{1}, \lambda_{2}$ and $1 / \lambda_{2}$.

The stability indices offer a useful measure of orbital stability. Following Broucke (1969), the stability index is defined as $s_{i}=\left|\lambda_{i}+1 / \lambda_{i}\right|, i=1,2$. A periodic orbit is unstable and there is a natural flow out and into the orbit if any stability index is greater than 2 , that is, if $s_{i}>2$. On the other hand, a periodic orbit is stable and has no unstable subspace if $s_{i}<2$ (Zimovan-Spreen et al. 2020). The magnitude of the stability index is directly related to the arrival/departure flow rate. The higher the value of $s_{i}$, the more unstable is the periodic orbit and bifurcations can occur when $s_{i}=2$.

Given that the periodic orbits growing from the collinear points inherit the stability properties of $L_{1}$, $L_{2}$, and $L_{3}$, the eigenvalues of the monodromy matrix of these orbits and corresponding stability indices appear as: (i) a trivial pair of unitary values, resulting in $s_{0}=2$; (ii) a real pair of reciprocals, resulting in $s_{1}>2$; and (iii) a pair of complex conjugate eigenvalues with unitary absolute value, implying $s_{2}<2$. Thus, for the subsets of the periodic orbit (PO) families near the equilibria, $s_{1}$ is related to the stable/unstable subspace $\left(\lambda^{W_{s}} / \lambda^{W_{u}}\right)$, while $s_{2}$ is the stability index corresponding to the pair accounting for the central subspace.

### 4.1. Planar Orbits

Figure 3 shows a family of planar orbits around $L_{1}$ with $\mu^{*}=10^{-5}$ and $d=0$. The orbits obtained do not intersect the asteroid although, as seen in Figure 3, as the amplitude increases along the family, the orbits expand from the vicinity of the equi-


Fig. 3. Planar orbits around of the equilibrium point $L_{1}$ considering $\mu^{*}=10^{-5}$ and $d=0$. The color figure can be viewed online.
librium point towards the surface of the secondary body (black asterisk).

In Figure 3, the red orbits indicate where bifurcations occur, that is, when one of the stability indices $s_{1}$ or $s_{2}$ reaches the critical value 2. Note in Figure 3 that the maximum position reached by the infinitesimal mass body in the $x$ component, when the second bifurcation occurs, is greater than the position of the secondary body.

Although many bifurcations exist in dynamical systems, only two types of bifurcation are of particular interest for the focus of this work; the pitchfork and period-multiplying bifurcations.

A family of periodic orbits undergoes a pitchfork bifurcation when the stability of the periodic orbit changes as a parameter evolves, which in our case is the energy constant. During this type of local bifurcation, a pair of eigenvalues (non-trivial) of the monodromy matrix pass through the critical values $\lambda_{1}=1 / \lambda_{1}\left(\right.$ or $\left.\lambda_{2}=1 / \lambda_{2}\right)=+1$ of the unit circle. Consequently, the stability index passes through $s_{1}$ (or $s_{2}$ ) $=2$ (Bosanac 2016). In addition, the stability of the periodic orbits changes along a family, and an additional family of a similar period is formed. This new family of orbits has the same stability as the members of the original family before the bifurcation arose. On the other hand, a period-doubling bifurcation is identified when a pair of non-trivial eigenvalues ( $\lambda_{1,2}$ and $1 / \lambda_{1,2}$, where $\lambda_{1,2}$ means $\lambda_{1}$ or $\lambda_{2}$ ), passes through $\lambda_{1,2}=1 / \lambda_{1,2}=-1$ of the unit circle. Therefore, it represents a critical value of the stability index, such that $s_{1,2}=-2$ (Bosanac 2016).

When building the families of planar orbits, with $d=0$ and $\mu^{*}=10^{-5}$, we observe that the stability


Fig. 4. Stability index $\left(s_{2}\right)$ around $L_{1}$ (red) and $L_{2}$ (green) considering $d=0$ and $\mu^{*}=10^{-5}$. The color figure can be viewed online.
index $\left(s_{2}\right)$ reaches the critical value three times for planar orbits around $L_{1}$ and $L_{2}$, as seen in Figures 4. In both figures, the horizontal axis displays the minimum $x$ value along the orbits. The stability index $s_{1}$ does not reach the critical value for this $\mu^{*}$ and $d$.

For $\mu^{*}=10^{-5}$, the equilibrium point $L_{1}$ is located at $x=0.981278, y=0$ and $z=0$, while $L_{2}$ is at position $x=1.01892, y=0$ and $z=0$. The orbits with smaller amplitudes are close to the equilibrium point (right side of Figures 4) and the first bifurcation occurs for a small amplitude orbit $\left(x \approx 0.97583\right.$ for $L_{1}$ and $x \approx 1.01577$ for $\left.L_{2}\right)$. As we continue the planar family, the stability index $s_{2}$ shown in Figure 4 continues to increase, reaches a maximum, decreases and reaches the value 2 again, where another bifurcation occurs, with $x \approx 0.99408$ for $L_{1}$ and $x \approx 1.0056$ for $L_{2}$. As we continue the families of planar orbits around $L_{1}$ and $L_{2}$, the stability index decreases, reache a minimum, increases and again and reaches the critical value 2 , where another bifurcation occurs. After the third bifurcation, the stability index further increases and we did not detect additional bifurcations given that, as the orbits are very close to the center of mass of the secondary body, our Newton method looses track of planar orbits, converging to a completely different family of orbits.

Figures 5 (a), (b) and (c) provide information about the types of the bifurcations that occur along the family of planar orbits. For $\mu^{*}=10^{-5}$ and $d=0$, analyzing the path of the characteristic multipliers in Figures 5 (a) and (b), we find that the first bifurcation is a supercritical pitchfork bifurcation, while the second one corresponds to a subcritical pitch-


Fig. 5. (a) Behavior of the characteristic multipliers at the first pithckfork bifurcation around $L_{1}$ and $L_{2}$. (b) Behavior of the characteristic multipliers at the second pithckfork bifurcation around $L_{1}$ and $L_{2}$. (c) Behavior of the characteristic multipliers that leads to the perioddoubling bifurcation around $L_{1}$ and $L_{2}$. In these cases we consider $d=0$ and $\mu^{*}=10^{-5}$. The color figure can be viewed online.
fork case. This suggests that new families of periodic orbits appear in those regions when the bifurcation occurs (Feng et al. 2016). In fact, after the first bifurcation (low amplitude periodic orbit), it is possible to detect halo orbits, while after the second bifurcation the family of axial orbits appears (Grebow 2006). Unlike the planar Lyapunov orbits, halo and axial orbits are three-dimensional.

Figure 5 (c) shows the behavior of the eigenvalues at the third bifurcation. The characteristic multipliers start in the imaginary plane and move until they collide on the negative real axis and start to reach only real values on the negative axis. Thus, the eigenvalues indicate a period-doubling bifurcation.

Figure 6 and 7 provides information about the stability index (considering the values of $s_{2}$ ), around $L_{1}$ and $L_{2}$, respectively, when we increase the dipole dimension from 0 meters, that is, the body is modeled as a mass point, up to the dimension of 2000 meters. In this analysis we consider the constant mass ratio in the value of $\mu^{*}=10^{-5}$. When we consider the dipole as a point mass body $(d=0)$, it is possible to observe three bifurcations (the red curve passes through the critical value three times). We can observe that as we increase the dimension of the secondary, the second bifurcation points in


Fig. 6. Planar orbit stability index around $L_{1}$ for different values of $d$. The color figure can be viewed online.


Fig. 7. Planar orbit stability index around $L_{2}$ for different values of $d$. The color figure can be viewed online.
the planar orbits around $L_{1}$ and $L_{2}$ cease to exist because the trajectories collide with the secondary body. This is because, as the dimension of the dipole varies and the planar orbits approach the secondary body, our Newton method looses track of the planar orbits, converging to a completely different family of the orbits. Note that, the larger the dipole size, the smaller the planar orbit family found.

### 4.2. Influence of the Mass Parameter and the Size of the Dipole on the Planar Orbits

Now, we investigate how the planar orbits evolve as a function of the dipole size and mass ratio in canonical units. With the normalization factor being $D=12000$ meters, the dipole sizes used in our study were $d=0,500,1000,1500$ and 2000 meters.

Figures 8 provide information about the stability index $s_{1}$ of the planar orbits around $L_{1}$, respectively, as a function of $d$ and $\mu^{*}$. In both figures, the color code accounts for the size of the dipole $(d)$.


Fig. 8. Stability index ( $s_{1}$ ) of the planar orbits around $L_{1}$ for different values of $d$ and $\mu^{*}$. The color figure can be viewed online.
$\mu^{*}$ is kept constant. Note that, in Figures 8, in general, when the size of the dipole increases, the planar orbits become more unstable. This means that the larger the secondary body, the more unstable the planar orbits are.

If we consider $d=0$, which corresponds to the CRTBP, we observe that as $\mu^{*}$ increases, the orbits become increasingly unstable. On the other hand, when the elongated form of the secondary body is taken into account, $s_{1}$ becomes smaller as $\mu^{*}$ increases, and it only increases again after $\mu^{*}=10^{-1}$. This information is important for space missions, since a high value in the stability index $\left(s_{i}\right)$ indicates a divergent mode that moves the spacecraft away from the vicinity of the orbit quickly. In general, the stability index is directly related to the space vehicle's orbital maintenance costs and inversely related to the transfer costs. This same analysis was performed around the $L_{2}$ equilibrium point, where we found similar results.

Next, we analyze the period of the planar orbits in terms of $d$ and $\mu^{*}$ around $L_{1}$. As shown in Figures 9 , for low amplitude, as $d$ increases, with $\mu^{*}$ kept constant, the period of the planar orbits decreases. This is because the mass distribution of the secondary body allows part of the mass of the asteroid to be closer to the negligible mass particle, causing the gravitational attraction to become larger, thus increasing the acceleration in the vicinity of the secondary body and decreasing the orbital period. On the other hand, when the $x$-amplitude is large, the results can be inverted, as shown in Figure 9. In general, when the amplitude of the orbit increases, the orbital period becomes longer. Similar results were found in the vicinity of $L_{2}$.

Considering the family with $d=0$, when $\mu^{*}$ increases the period of the orbits remains similar, ex-


Fig. 9. Period of planar orbits around $L_{1}$ for different values of $d$ and $\mu^{*}$. The color figure can be viewed online.


Fig. 10. Jacobi constant of planar orbits around $L_{1}$ for different values of $d$ and $\mu^{*}$. The color figure can be viewed online.
cept when $\mu^{*}=10^{-1}$. Conversely, when the elongation of the secondary body is considered, in general, for a given value of $d$ the larger the mass ratio, the longer the orbital period.

Finally, we analyze the energy of the system in terms of $d$ and $\mu^{*}$, as shown in Figure 10.

We find that when $d$ or $\mu^{*}$ increase, the energy required to orbit a given equilibrium point decreases. That is, the more elongated the secondary body and the larger the value of $\mu^{*}$, the less energy is needed to orbit a given equilibrium point. This also means that, as the size of the dipole increases or as the mass ratio of the system increases, the bifurcations occur at lower energies. The same analysis performed for $L_{1}$ can be done for $L_{2}$.

### 4.3. Computing Halo Orbits

Halo orbits are a three-dimensional branch of planar orbits that appear when the planar orbit stability index reaches the critical value $s_{2}=2$. Figure 11 shows a family of halo orbits around $L_{1}$ with $\mu^{*}=10^{-5}$ and $d=0$. The orbits are in threedimensional space and as the amplitude increases along the family, the halo orbits expand from the


Fig. 11. Halo orbits around the $L_{1}$ equilibrium point considering $\mu^{*}=10^{-5}$ and $d=0$. The color figure can be viewed online.
vicinity of the equilibrium point towards the surface of the secondary (black asterisk).

To find the initial conditions of the halo orbit, we keep the coordinate $x_{0}$ fixed and search for $z_{0}^{*}, \dot{y}_{0}^{*}$ and $T / 2^{*}$ such that $\dot{x}^{*}\left(T / 2^{*}\right), \dot{z}^{*}\left(T / 2^{*}\right)$ and $y^{*}\left(T / 2^{*}\right)$ are all null. Then, to find the halo orbit, we use as initial guess the position $x_{0}$, velocity $(\dot{y})$ and period $(T)$ of the planar orbit when the stability index $s_{2}=2$. Knowing these initial conditions, all that remains is to determine the initial guess of the position on the $z$ axis, such that we can find the halo orbit. Because the halo and planar orbit are similar (when $s_{2}=2$ ), the position on the $z$ axis of the halo orbit must have a very small value (almost planar orbit). Thus, in this work, the value of $z_{0}=0.0001$ canonical units was used as the initial guess for the position on the axis $z$. A Newton method for this problem is

$$
\begin{equation*}
\mathbf{x}_{n+1}=\mathbf{x}_{n}-\left[D f\left(\mathbf{x}_{n}\right)\right]^{-1} f\left(\mathbf{x}_{n}\right) \tag{16}
\end{equation*}
$$

with $\mathbf{x}=(z, \dot{y}, T / 2)$ and $\mathbf{x}_{0}=\left(z_{0}, \dot{y}_{0}, T_{0} / 2\right)$. Here $\left(z_{0}, \dot{y}_{0}, T_{0} / 2\right)$ is the initial guess of the halo orbit.

The differential is

$$
D f(\mathbf{x})=\left[\begin{array}{lll}
\phi_{4,3} & \phi_{4,5} & g_{4}\left(x_{0}, 0, z(T / 2), 0, \dot{y}(T / 2), 0\right)  \tag{17}\\
\phi_{6,3} & \phi_{6,5} & g_{6}\left(x_{0}, 0, z(T / 2), 0, \dot{y}(T / 2), 0\right) \\
\phi_{2,3} & \phi_{2,5} & g_{2}\left(x_{0}, 0, z(T / 2), 0, \dot{y}(T / 2), 0\right)
\end{array}\right],
$$

where $\phi_{i, j}$ are elements of the monodromy matrix, $g: U \subset \mathbb{R}^{6} \rightarrow \mathbb{R}^{6}$ is the vector field of the restricted synchronous three-body problem, $z(T / 2)=\phi_{3}\left(x_{0}, 0, z, 0, y, 0, T / 2\right)$ and $\dot{y}(T / 2)=$ $\phi_{5}\left(x_{0}, 0, z, 0, y, 0, T /\right)$. With this information, we expect that if $\mathbf{x}_{0}$ is close enough to the halo orbit, then $\mathbf{x}_{n} \rightarrow \mathbf{x}^{*}$ as $n \rightarrow \infty . g$ is given by equation 18 .

$$
\begin{align*}
g(x, y, z, \dot{x}, \dot{y}, \dot{z}) & =\left[\begin{array}{c}
g_{1}(x, y, z, \dot{x}, \dot{y}, \dot{z}) \\
g_{2}(x, y, z, \dot{x}, \dot{y}, \dot{z}) \\
g_{3}(x, y, z, \dot{x}, \dot{y}, \dot{z}) \\
g_{4}(x, y, z, \dot{x}, \dot{y}, \dot{z}) \\
g_{5}(x, y, z, \dot{x}, \dot{y}, \dot{z}) \\
g_{6}(x, y, z, \dot{x}, \dot{y}, \dot{z})
\end{array}\right] \\
& =\left[\begin{array}{c}
\dot{x} \\
\dot{y} \\
\dot{z} \\
2 \dot{y}+D_{x} \Omega \\
-2 \dot{x}+D_{y} \Omega \\
D_{z} \Omega
\end{array}\right] \tag{18}
\end{align*}
$$

All the information we need to start Newton's method is shown above.

From the cylinder theorem, it was possible to find a halo orbit family. Thus, having found a halo orbit and noticing that it has exactly two unit eigenvalues, we can use that as a starting point to move along the cylinder. We use the initial conditions from the previous halo orbit as a starting point to find the next halo orbit at a slightly larger value of $x$ ( $x$ coordinate closer to the secondary asteroid). If we find another halo orbit here, we iterate through the process. In this way it was possible to calculate a halo orbit family. The $x$ coordinate step to determine each halo orbit was $x=0.00002$.

### 4.4. Halo Orbits

Figures 12 and 13 illustrate how the halo orbits appear at the tangent bifurcations of the planar orbits around $L_{1}$ and $L_{2}$ when $\mu^{*}=10^{-5}$ and $d=$ 0 . As we built the family of halo orbits, we observed that the amplitude of the orbits increases as the halo orbits move towards the secondary.

For the conditions considered here, the halo orbit appears at $x \approx 0.98418$ for $L_{1}$ and at $x \approx 1.01575$ for $L_{2}$. Figure 14 shows the path of the characteristic multipliers over the unit circle to the halo orbit around $L_{1}$ and $L_{2}$. Initially, the characteristic multipliers move in the direction shown by the purple arrows until they collide with the negative real axis, configuring a periodic doubling bifurcation. After moving subtly along the real negative axis, the characteristic multipliers return, moving in the direction of the red arrows, colliding again at -1 and then assuming imaginary values, configuring another periodic doubling bifurcation.

Figures 15 and 16 provide information about the $s_{1}$ stability index as a function of $d$ and $\mu^{*}$. Note


Fig. 12. Stability index ( $s_{2}$ ) of the planar and halo orbit families around $L_{1}$ considering $d=0$ and $\mu^{*}=10^{-5}$. The color figure can be viewed online.


Fig. 13. Stability index ( $s_{2}$ ) of the planar and halo orbit families around $L_{2}$ considering $d=0$ and $\mu^{*}=10^{-5}$. The color figure can be viewed online.


Fig. 14. Behavior of the of characteristic multipliers at the period doubling bifurcation. The color figure can be viewed online.
that the smaller the amplitudes of the halo orbits, the larger the value of the stability index $s_{1}$, when considering fixed $d$ and $\mu^{*}$. As the amplitude of the halo orbit increases, the stability index decreases. If we set $d=0$, we still detect stable halo orbits for small values of $\mu^{*}$. These orbits were also found


Fig. 15. Stability index $\left(s_{1}\right)$ of halo orbits around $L_{1}$ as a function of $d$ and $\mu^{*}$. The color figure can be viewed online.


Fig. 16. Stability index ( $s_{1}$ ) of halo orbits around $L_{2}$ as a function of $d$ and $\mu^{*}$. The color figure can be viewed online.
by several authors using the restricted three-body problem and are called near rectilinear halo orbits (NRHO) (Howell 1982; Zimovan-Spreen et al. 2020). NRHOs are defined as the subset of the halo orbit family with stability indexes around $s_{i} \pm 2$ and with no stability index considerably greater in magnitude than the others.

Figures 17 and 18 provide information about the stability index $s_{1}$ as the size of the dipole increases from 0 to 2000 meters and the mass ratio is kept constant at $\mu^{*}=10^{-5}$. The influence of the dimension of the secondary body on the stability of the halo orbits is clear in the plots. Note that, as the size of the secondary increases, the values of $s_{1}$ become larger in the vicinity of the equilibrium point $L_{1}$ and $L_{2}$.

Note that it is unlikely to detect NRHOs around $L_{1}$ when we take into account the elongated shape of the secondary body and assume small values of $\mu^{*}$. On the other hand, there are several NRHOs around $L_{2}$. In this work, we found NRHOs up to $d=1500$ meters, as shown in Figure 18.

However, as shown in Howell (1982), the stability index also depends on the mass ratio of the system. Considering $d=0$ and increasing $\mu^{*}$, the stability


Fig. 17. Halo orbit stability index around $L_{1}$ for different values of $d$. The color figure can be viewed online.


Fig. 18. Halo orbit stability index around $L_{2}$ for different values of $d$. The color figure can be viewed online.
index $s_{1}$ increases. We did not detect any NRHO for values of $\mu^{*} \geq 10^{-1}$ and $d=0$. However, we find NRHO for $\mu^{*} \geq 10^{-1}$ and $d=0$ around $L_{2}$. These results are similar to those obtained by Howell (1982). However, taking into account the elongation of the secondary and assuming large values of $\mu^{*}\left(\mu^{*}\right.$ $\geq 10^{-1}$ ), it is possible to find family members of stable halo orbits around $L_{1}$ and $L_{2}$. Thus, in the model used in this article, stable periodic orbits in the vicinity of irregular bodies exist, even when the secondary has a non-spherical shape. This agrees with the results obtained by Chappaz \& Howell (2015), who found stable orbits around $L_{1}$ and $L_{2}$ taking into account the elongated shape of the secondary body and considering $\mu=0.4$ with the triaxial ellipsoid model.

Now we analyze how the period of the halo orbits around $L_{1}$ and $L_{2}$ is affected by $d$ and $\mu^{*}$. As $d$ increases and $\mu^{*}$ is kept constant, the periods of the halo orbits decrease, as shown in Figures 19 and 20.

This is because the gravitational attraction is stronger near the particle, due to the mass distribution of the secondary body, causing the acceleration to increase and the orbital period to decrease. As


Fig. 19. Period of the halo orbits around $L_{1}$ as a function of $d$ and $\mu^{*}$. The color figure can be viewed online.


Fig. 20. Period of the halo orbits around $L_{2}$ as a function of $d$ and $\mu^{*}$. The color figure can be viewed online.
the amplitude of the halo orbit increases, its orbital period becomes shorter.

Considering the elongated shape of the asteroid, but keeping $d$ constant and increasing $\mu^{*}$, we notice that the period of the halo orbits become longer. This is because, as $\mu^{*}$ increases, the equilibrium point move away from the secondary body, thus the halo orbits are further away from the secondary body, which causes the gravitational acceleration to decrease, and thus the orbital period of the particle along the orbit to increase.

Figures 21 and 22 provide information on the behavior of the Jacobi constant of the halo orbits as a function of $d$ and $\mu^{*}$. Note that when $d$ or $\mu^{*}$ increase, the range of value of the Jacobi constant also increases. This is important information in terms of the application to space missions. Note that the larger the mass ratio of the system, or the longer the secondary body, the less energy is needed for the halo orbits to branch from the planar orbits.

## 5. CONCLUSION

In this paper, the general dynamical environment in the vicinity of binary asteroid systems is explored. Based on the physical and orbital parameters of type A asteroids, the positions of the collinear balance


Fig. 21. Jacobi constant of the halo orbits around $L_{1}$ with respect to $d$ and $\mu^{*}$. The color figure can be viewed online.
points as a function of angular velocity were computed. We found that the locations of the collinear equilibrium points $L_{3}$ and $L_{2}$ are more sensitive to changes in the rotation rate, compared to $L_{1}$.

Families of planar and halo orbits were computed around these equilibrium points and we found that the closer the periodic orbits are to the equilibrium point, the more unstable they are.

Numerical evidence shows that the stability of the periodic orbits around the equilibrium points depends on the size of the secondary body and on the mass ratio of the system. We observed that, the more elongated the secondary body, the more unstable the planar orbits are. Additionally, we detected unstable and stable halo orbits when $d=0$ and when $d \neq 0$.

Finally, we observed that, keeping the mass ratio constant, the more elongated the secondary body, the lower the orbital periods of planar and halo orbits around the equilibrium points.

Thus, if a spacecraft were to be placed in the vicinity of an equilibrium point, fuel consumption required for orbital maintenance would be higher around more elongated secondary bodies.
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Fig. 22. Jacobi constant of the halo orbits around $L_{2}$ with respect to $d$ and $\mu^{*}$. The color figure can be viewed online.
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