
Chapter 11

Non-LTE Atmospheres

In the approximation of LTE we assumed that all occupation
numbers for matter are given by the equilibrium values at the
local temperature. The extinction coe�cient and the emissivity
can then be calculated in a straightforward manner using the tech-
niques of Chapter 6, and this considerably simplifies the solution
of the equation of radiative transfer.

In this chapter we will consider the consequences of not adopt-
ing the approximation of LTE and of instead calculating the ocupa-
tion numbers for the excitation and ionization distributions using
techniques from statistical mechanics. The extinction coe�cient
and the emissivity then follow from the ocupation numbers. How-
ever, we will continue to assume the atmosphere is in steady state,
we will continue to assume that we have a static atmosphere in
hydrostatic equilibrium, and we will continue to assume that the
distribution of massive particle velocities is given by a Maxwellian
at the local temperature. (An example of a non-LTE problem
in which we have to consider the time dependence explicitly is
the cooling and recombination region behind a shock.)[Need to
explain somewhere why Maxwell is good even in non-LTE condi-
tions.]

Excitation Distribution

The general LTE problem calculates both the excitation and ion-
ization distributions explicitly, without assuming that they are
given by the Boltzmann and Maxwell distributions. However, let
us consider first a special case of non-LTE problems, in which
we will assume that the ionization distribution is still given by the
Saha distributions, and investigate the implications of attempting
to solve explicitly for the excitation distribution. We will consider
the more general case subsequently.

In order to maintain a steady state on a macroscopic scale,
we must have statistical equilibrium, which means that the total
rates of population and depopulation of each level must be equal.
Levels can be populated or depopulated by either radiative or
collisional processes. The radiative processes we must consider
are absorption and stimulated emission,

X ⌦ X 0 + �, (11.1)

and spontaneous emission,

X + � ! X 0 + 2�. (11.2)

In both, there is an exchange of between the internal energy of
particle X or X 0 and the photon. Recalling the definition of
the Einstein coe�cients, the rate per unit volume of radiative
transitions from level i to level i0 is

niRii0 ⌘
(

ni[Aii0 + Bii0
Ø 1
0 d⌫ J⌫(⌫) (⌫)], for desexcitations,

niBii0
Ø 1
0 d⌫ J⌫(⌫) (⌫), for excitations,

(11.3)

in which ni is the density of particles in level i. The collisional
processes we must consider are and collisional excitation and de-
excitation between states X and X 0,

X + Y ⌦ X 0 + Y, (11.4)

Here there is an exchange between the internal energy of the “tar-
get” particle X or X 0 and and the kinetic energy of the “colliding”
particle Y . The rate per unit volume of collisional transitions
between level i and level i0 involving a colliding particle Y is

ninYCii0 ⌘ ninY
π 1

0
dvY fY (vY )�ii0,Y (vY )vY , (11.5)

in which vY is the speed of the colliding particle, fY the distribution
function of speed, and �ii0,Y the di�erential cross-section for the
transition. We can write this as

ninYCii0 ⌘ ninY
⌦
�ii0,YvY

↵
, (11.6)

in which
⌦
�ii0,YvY

↵
is the mean product of the cross-section and

the speed integrated over the distribution of speeds.
Possible colliding particles include electrons, ions, and neu-

tral atoms. Electrons always dominate ions, because although
ions and electrons have similar cross-sections, the mean speed
of the electrons is (mion/me)1/2 ⇡ 43A1/2

ion larger than that of the
ions. Electrons often dominate collisions with neutral atoms, both
because neutral atoms are also much slower than electrons and be-
cause the Coulomb force of an electron leads to a much higher
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cross-section than the Van der Waals force of a neutral atom. How-
ever, in very cool atmospheres, electrons can become very scarce,
and collisions with hydrogen atoms might become important. In
what follows, though, we will assume that electrons dominate
collisions; including collisions with hydrogen atoms modifies the
details of the non-LTE calculation, but does not change its essence
(see Problem ??).

In statistical equilibrium, the net rates of population and de-
population of a level balance, and we have

’
i0,i

ni(Rii0 + neCii0) =
’
i0,i

ni0(Ri0i + neCi0i). (11.7)

or, more concisely,
’
i0,i

[ni(Rii0 + neCii0) � ni0(Ri0i + neCi0i)] = 0. (11.8)

We can see straight away that we have one familiar and two new
complications:

1. The collisional coe�cients neCii0 depend on the temper-
ature and electron density. More precisely, Cii0 depends
on the distribution of velocities, but as we are still assum-
ing that we have a Maxwell distribution of velocities, this
reduces to a dependence on temperature. Thus, the excita-
tion distribution depends on density and temperature. This
dependence also occurs in a di�erent form in LTE.

2. The radiative coe�cients Rii0 depends on the mean specific
intensity J⌫ at the frequencies ⌫ii0 given by h⌫ii0 = |Ei�E 0

i |.
This tight coupling between matter and radiation is new.
In LTE, the interaction between matter and radiation is
normally required to satisfy radiative equilibrium (or more
generally thermal equilibrium), and this results in a much
looser coupling through the temperature.

3. The population of each state depends on the populations in
all of the states that can populate or depopulate that state.
Again, this is not present in LTE.

Thus, non-LTE atmospheres have a local coupling between matter
and radiation, a local coupling between states, a local coupling
involving thermal equilibrium, and one non-local coupling from
the transfer of radiation, whereas LTE problems have only the
latter two. The additional tight local couplings make non-LTE
atmospheres more di�cult to understand and to model than LTE
atmospheres.

Excitation-Ionization Distribution

Now let us relax the assumption that the ionization distribution
is given by the Saha distribution and consider the general non-
LTE problem. We now must consider not only processes that can
change the excitation state, but also those that can change the the

ionization state. These includes photoionization and spontaneous
radiative recombination,

X+ + e� ⌦ X + �, (11.9)

along with the stimulated radiative recombination,

X+ + e� + � ! X + 2�, (11.10)

and collisional ionization and three-body collisional recombina-
tion,

X+ + 2e� ⌦ X + e�. (11.11)

If the density of state i of ionization state j is ni j , the net radiative
and collisional rate coe�cients for transitions from state i j to
state i0 j (excitation and de-excitation) are Rii0 j and neCii0 j , the
net radiative and collision rate coe�cientes for transitions from
state i j to state i0 j + 1 (ionization) are R+ii0 j and neC+ii0 j , and the
net radiative and collisional rate coe�cients for transitions from
state i j to state i0 j � 1 (recombination) are neR�

ii0 j and n2
eC�

ii0 j the
equation of statistical equilibrium is’

i0,i

⇥
ni j(Rii0 j + neCii0 j) � ni0 j(Ri0i j + neCi0i j)

⇤
+ (11.12)

’
i0

h
ni j(R+ii0 j + neC+ii0 j) � ni0 j+1(neR�

i0i j+1 + n2
eC�

i0i j+1)
i
+

(11.13)’
i0

h
ni j(neR�

ii0 j + n2
eC�

ii0 j) � ni0 j�1(R+i0i j�1 + neC+i0i j�1)
i
= 0.

(11.14)

We can see that this introduces a yet more severe form of the
tight coupling that we had when we considered only the excitation
distribution. Now, each level is coupled to every excitation level
of every ionization state and matter is coupled to the radiation
field at any frequency that can produce a transition between any
two excitation levels of any two ionization states.

[Discuss autoionization and dielectronic recombination. Charge
exchange?]

Recovering LTE

The equations of statistical equilibrium, with their high degree of
coupling, are su�ciently awful that a natural reaction is to wonder
if assuming LTE is really that bad. So let us consider under what
conditions LTE is likely to be a good approximation, and under
what conditions we need to worry about non-LTE e�ects.

We will once again begin by considering the restricted non-
LTE problem in which we solve explicitly only for the excitation
distribution. In perfect thermodynamic equilibrium we have de-
tailed balance, so the radiative and collisional transition rates
between two states balance, and we have

n⇤i R⇤
ii0 = n⇤i0R

⇤
i0i (11.15)
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and

n⇤i n⇤eC⇤
ii0 = n⇤i0n

⇤
eC⇤

i0i . (11.16)

Recall that we use a superscript ⇤ for quantities in thermodynamic
equilibrium. Summing over all states gives’

i0,i

n⇤i R⇤
ii0 =

’
i0,i

n⇤i0R
⇤
i0i (11.17)

and
’
i0,i

n⇤i n⇤eC⇤
ii0 =

’
i0,i

n⇤i0n
⇤
eC⇤

i0i . (11.18)

Multiplying the second of these by ne/n⇤e and adding we obtain,
’
i0,i

ni(Rii0 + neCii0) =
’
i0,i

ni0(Ri0i + neCi0i) (11.19)

’
i0,i

n⇤i (R⇤
ii0 + neC⇤

ii0) =
’
i0,i

n⇤i0(R⇤
i0i + neC⇤

i0i). (11.20)

Comparing this to Equation (11.8), the equation for statistical
equilibrium, we see that LTE will be good approximation, and we
will have ni ⇡ n⇤i , to the extent that

Rii0 + neCii0 ⇡ R⇤
ii0 + neC⇤

ii0 (11.21)

is a good approximation. Let’s consider Cii0 . This will be the
result of integrating a di�erential cross-section for excitation or
de-excitation over the distribution of electron velocities. The
distribution of velocities is still given by a Maxwell distribution,
and so

Cii0 = C⇤
ii0 . (11.22)

Armed with this, we see that Equation (11.21) reduces to

Rii0 + neC⇤
ii0 ⇡ R⇤

ii0 + neC⇤
ii0 . (11.23)

This is a good approximation when either Rii0 ⇡ R⇤
ii0 or both Rii0 ⌧

neCii0 and R⇤
ii0 ⌧ neCii0 . Since the radiative rate coe�cient Rii0

depends on J⌫ , the first case corresponds to J⌫ ⇡ B⌫ . The second
case corresponds to collisions being dominant both in thermal
equilibrium and in the conditions being considered.

We can apply exactly the same arguments to the general non-
LTE case in which we solve for both the excitation and ionization
distribution. Once again, we discover that LTE is a good approx-
imation when either J⌫ ⇡ B⌫ or when collisions are dominant.

Looking back to Chapter 4, we can now justify using LTE
in the di�usion approximation for the transfer of radiation in the
interior of a star. The density and temperatures are high, which
tends to make collisions dominant, and furthermore J⌫ ⇡ B⌫ . We
satisfy both of our criterion for LTE being a good approximation.

However, we can now see that LTE will never be a truely good
approximation in an atmosphere. Here, the J⌫ departs significantly
from B⌫ , because of the temperature gradients and the presense of

the outer boundary, and the densities are low enough that radiative
transition rates become important for su�ently strong lines. We
might think that if only a few transitions in an atom fail to satisfy
the conditions for LTE, we can still treat the other levels as is they
satisfied LTE. Unfortunately, because of the coupling between
levels in non-LTE problems, this is dangerous; it only needs one
transition to fail to satisfy the conditions for LTE to perturb an
entire atom or species out of LTE.

On the other hand, we can at least identify those situations
in which LTE is a worse approximation. These will be those in
which the radiation field is far from Planckian and in which ra-
diative rates are not negligible compared to collisional rates. As
we have just mentioned, being in an atmosphere, or more gener-
ally outside of the optically thick interior, guarantees that there
are significant departures from Planckian radiation. Furthermore,
high e�ective temperatures (higher J⌫ and hence higher radiative
rates), strong lines (higher radiative rates), and lower densities
(lower collisional rates) all conspire to make LTE a worse approx-
imation. We can then see that we should be most suspicious of
LTE in winds, in the atmospheres of hot stars, and in the atmo-
spheres of supergiant stars. Conversely, we might expect LTE to
be a reasonable approximation in dwarf or degenerate stars and in
cool stars.

NLTE Model Atmospheres

Introduction

Here we will discuss two applications of NLTE model atmo-
spheres, in O stars and in solar type stars.

Before discussing the specifics, it is worth considering the two
general ways in which NLTE models are di�erent to LTE models.
First, NLTE model atmospheres can have a di�erent structure to
LTE model atmospheres. That is, the temperature and density as a
function of depth in the atmosphere (measured as an optical depth
at a given wavelength or as the column density) can be di�erent in
LTE and NLTE models which otherwise include the same physics.
Second, the emissivity and opacity in NLTE model atmospheres
can be di�erent to those in LTE model atmospheres. Thus, the
emergent flux (which is an integral function of the emissivity and
opacity) can be di�erent.

These considerations give rise to “restricted NLTE” models.
In these, typically the structure of the atmosphere (the tempera-
ture, total density, and perhaps the electron density as a function
of depth) are calculated assuming LTE. Then, the emissivities and
opacities are recalculated explicitly in NLTE and are used to pro-
duce an emergent flux. Such a procedure is not self-consistent,
but it can be a reasonable approximation if the structure of the real
atmosphere is indeed adequately approximated by an LTE model.
In restricted NLTE models, the only NLTE e�ects are those of the
second kind.

On the other hand, in “full NLTE” models both the structure
and the emergent flux are calculated taking into account NLTE
e�ects. These models are self-consistent, although as we shall see
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this does not mean they are necessarily correct. NLTE Models of
O Stars

Lanz & Hubeny (2003)

We will consider the NLTE models of Lanz & Hubeny (2003;
ApJS, 146, 417). These authors present a grid of models with ef-
fective temperatures from 27,500 K to 55,000 K, surface gravities
log g from 3.0 to 4.75, and chemical compositions from metal free
to twice the metallicity of the Sun. These ranges of parameters are
appropriate for O stars in environments from the early universe
to the center of massive galaxies. Their models are full NLTE
models with hydrostatic equilibrium and radiative equilibrium.

The authors discuss the validity of their models. They com-
ment that complete models of the atmospheres of O stars require
consideration on NLTE e�ects, line blanketing, and the stellar
wind. Their models include NLTE e�ects and line blanketing,
but are conventional hydrostatic models and as such do not in-
clude the stellar wind. Given this, it is natural to ask if their
models are relevant. The authors strongest argument in favor of
their models is that, with the exception of strong UV resonance
lines, most lines in the spectrum of a normal O star are formed
in the photosphere rather than the wind. These lines are used to
determine the basic stellar parameters: the e�ective temperature,
the surface gravity (and hence the mass), and the chemical com-
position. This statement does not apply to stars with extremely
strong winds, like Wolf-Rayet stars and extreme Of supergiants.
Therefore, their models are relevant and useful, but one needs to
be careful not to apply them to lines or continua that are formed
in the wind.

The authors include 40 ions of H, He, C, N, O, Ne, Si, P, Fe, and
Ni. Their model atoms have a total of about 100,000 levels, and
treating this number of levels explicitly would be computation-
ally di�cult. Therefore, they adopt the concept of "superlevels"
originally suggested by Anderson (1989; ApJ, 339, 558). A su-
perlevel is a grouping of levels that are assumed to have the same
departure coe�cient. E�ectively, within a superlevel the levels
are assumed to have a Boltzmann distribution, but the total pop-
ulation of the superlevel is calculated explicitly in NLTE. They
group levels into superlevels when they have the same parity and
are close in energy. The parity criterion ensures that there are no
radiative transitions between levels in the same superlevel. The
energy criterion favors collisional transitions between levels in
the same superlevel. Together, the criteria ensure that collisions
determine the relative populations within a level, and we have
seen that when collisions dominate we tend to regain LTE. This
validates the assumption of a Boltzmann distribution within a su-
perlevel. The authors typically treat the lower levels individually
and group the higher levels into superlevels. Overall, they treat
almost 1000 levels and superlevels in NLTE.

Figure 11 shows the temperature as a function of the Rosseland
mean opacity for models with e�ective temperatures of 30,000 K,
40,000 K, and 50,000 K and ten metallicities from metal-free to
twice-solar. In each case, the metal-free model has the highest

surface temperature. These diagrams show two e�ects. One is
that NLTE metal-free models show a temperature inversion: the
temperature decreases through the photosphere until an optical
depth of about 0.01, and then rises towards the surface by several
thousands of K. An LTE model would show a monotonic decrease
in temperature towards the surface. This rise is an due to indirect
heating by Lyman and Balmer lines of hydrogen (Auer & Mihalas
1969; ApJ, 156, 681). However, as the metallicity increases,
the surface temperature drops but the photospheric temperature at
optical depths of order 0.1 increases. This called “back-warming”,
and is caused by the additional opacity contributed by metal lines,
especially those of iron and other iron-peak elements. At solar
metallicity, back-warming dominates.

One would expect that the change in temperature would cause
a change in the ionization fraction, in the sense that hotter temper-
atures would favor higher degrees of ionization. This is certainly
the case, but there is a second e�ect that is a pure NLTE e�ect.
Figure ?? compares the ionization fractions of helium and carbon
in models with e�ective temperatures of 30,000 K, 40,000 K, and
50,000 K and solar metallicity. The solid lines show the ioniza-
tion fractions from the NLTE models. The dashed lines show the
ionization fraction calculated in LTE using the electron density
and temperature taken from the NLTE models. One can see that
the dominant ionization state behaves quite similarly in NLTE and
LTE. However, there are important di�erences in the other states.
We see that the ionization states that are lower than the domi-
nant state are typically less common and ionization states that are
higher than the dominant state are typically more common. For
example, in the 30,000 K model, the dominant state of carbon is C
III, and we see that C II is suppressed and C IV is enhanced with
respect to LTE. This shift in ionization is attributable to the con-
tribution of photo-ionization in these atmospheres. Ions can be
photo-ionized by the intense radiation coming from hotter, deeper
layers, but recombined with electrons at the local temperature.
This imbalance shifts the ionization to higher states.

The authors present a comparison of the emergent fluxes in
their NLTE models and in the LTE models of Kurucz (1993). At
low resolution in the optical and near-ultraviolet, the two sets of
models are in relatively good agreement. However, the authors
suggest that at the higher resolutions typically used to determine
stellar parameters, their models are more reliable. The authors
also consider the photon fluxes q0 and q1 in the H I (Lyman)
and He I ionizing continua below 912 Å and 504 Å. They do not
consider the photon flux q2 in the He II ionizing continuum below
228 Å as this is typically formed in the wind (Gabler, Kudritzki, &
Mendez 1991; A&A, 245, 587). This is an example of a limitation
of their hydrostatic models. The values of q0 calculated from their
models and from LTE models were in systematic agreement, but
individual models di�ered by factors of up to 1.5 higher or lower.
However, the NLTE values of q1 were systematically higher by a
factor of 1.8 compared to the LTE models, with individual models
di�ering by up to a factor of 3. The value of q1 is important
for models of H II regions. The authors consider that, within the
limitations of a plane-parallel atmosphere in radiative equilibrium,
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6. model.flux: model flux distribution from the soft
X-ray to the far-infrared given as the Eddington flux6 H!
(in ergs s!1 cm!2 Hz!1) as function of frequency.

The model fluxes are provided at all frequency points
included in the calculations (about 180,000–200,000 points
with an irregular sampling). Additionally, we have com-
puted detailed emergent spectra with SYNSPEC, version
45, in the far-UV (900–2000 Å) and in the optical (3000–
7500 Å). File name extensions are model.uv.7 and
model.vis.7, respectively, as well as *.17 for the continuum
spectra. Only the optical spectra have been computed for
the metal-free model atmospheres (model.hhe.7,
model.hhe.17). Additional spectra in other wavelength
ranges, with altered chemical compositions or with different
values of the microturbulent velocity, can be readily com-
puted using SYNSPEC. This requires three input files,
model.5, model.7, and model.nst, and the necessary atomic
data files (model atoms and the relevant line list).

5.2. Interpolation in the Grid

A grid of model atmospheres is a good starting point for
stellar spectroscopic analyses. We can use it to study trends
in spectral features with stellar parameters. However, the
grid sampling is limited by the total number of model
atmospheres that can be computed in some finite period of
time. Therefore, we often have to resort to interpolation in
the grid for analyzing individual stars. Since radiative trans-
fer and the complete model atmosphere problem are highly
nonlinear problems, interpolation will result in some errors.
We need to estimate these errors and find the best way to
interpolate in the grid. Here we consider two possibilities:
(1) we interpolate the model atmosphere (i.e., the tempera-
ture and density stratification, as well as the NLTE popula-
tions), and then we recompute a spectrum with SYNSPEC,
or (2) we interpolate directly the detailed spectra, weighted
by (Ti

eff/T
0
eff )

4. The four models and spectra are otherwise
given the same weight.

The OSTAR2002 grid is already finely sampled. We
decided therefore to estimate the interpolation errors by
comparing the ‘‘ exact ’’ UV and optical spectra with spectra
interpolated following the two outlined procedures. We
have performed this test on three models, S32500g350v10,
L42500g400v10, and G50000g425v10. We use the four
neighboring models ("2500 K, "0.25 dex) to obtain the
interpolated spectra. In practice, the interpolated model will
always be closer to a grid point than in these test cases,
which might therefore be viewed as worst cases.

The two interpolations provide spectra almost identical
to the ‘‘ exact ’’ spectra. The full, detailed comparison
requires too much space to appear here, but the figures are
available at the TLUSTY Web site (see footnote 2). Minor
differences are still found. For example, the spectrum inter-
polation results in a few lines being predicted too strong,
especially in the S32500g350v10 case. These lines are much
stronger in the coolest model spectrum as a result of lower
ionization, and this demonstrates the limit of linear spec-
trum interpolation. On the other hand, we found that the
model atmosphere interpolation results in too strong N iii
"4640 emissions in the L42500g400v10 models. These emis-
sion lines are very sensitive to the exact b-factor ratios, and
small differences related to interpolations may result in

larger spectral changes. Based on these limited tests, we may
however conclude that the two interpolation procedures
appear both reasonably safe because of the sufficiently
dense sampling of the OSTAR2002 grid. Nevertheless, we
feel that model atmosphere interpolation followed by
recomputing the spectrum with SYNSPEC remains the
safer choice.

The same helium abundance, solar-scaled compositions,
and microturbulent velocity have been adopted for all
OSTAR2002 models. SYNSPEC spectra can nevertheless
be recomputed with different abundances or microturbu-
lence, using a model atmosphere with the appropriate stellar
parameters. As long as these new values are not changing
drastically the overall opacity and thus potentially changing
the atmospheric structure, this procedure should result in
realistic spectra.

6. REPRESENTATIVE RESULTS

In this section we show a few representative results.
Our aim here is not to provide a comprehensive display of
various models, but instead to show basic trends of impor-
tant model parameters (temperature structure, emergent
spectra) with effective temperature, surface gravity, and
metallicity.

Figure 4 shows the local temperature for a constant
surface gravity (logg¼ 4), for three values of Teff (30,000,

6 The flux at the stellar surface is F! ¼ 4#H! .

Fig. 4.—Model atmospheres for Teff ¼ 30; 000 (top), 40,000 (middle),
and 50,000 K (bottom), logg¼ 4:0, and various metallicities. At low optical
depths ($Ross < 10!3), the top curves are for an H-He model, and the tem-
perature is progressively lower when increasing the metallicity, while the
reverse is true at deeper layers ($Ross > 10!2).
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Figure 11.1: Temperature as a function of optical depth in the
NLTE models of Lanz & Hubeny (2003). Three e�ective temper-
atures and ten metallicities are shown. In each case, the surface
gravity is log g = 4.0. The metalicites range from metal-free to
twice solar. At each e�ective temperature, the metal-free mod-
els have the highest surface temperature and the solar metallicity
models have the second lowest surface temperatures.

40,000, and 50,000 K), and for all values of metallicity. The
temperature distribution nicely illustrates the basic features
of line blanketing, namely, the back-warming (line blanket-
ing leads to a heating of an atmosphere roughly between
Rosseland optical depth 0.01 and 1) and the surface cooling.
The zero-metallicity and very low metallicity models exhibit
a temperature rise at the surface, a typical NLTE effect (an
indirect heating effect of hydrogen Lyman and Balmer
lines), discovered and explained already in early days of
NLTEmodel atmospheres by Auer &Mihalas (1969a). This
effect competes with surface cooling due to metal lines. At
50,000 K, both effects nearly cancel at metallicity 1/50 of

solar, while at lowerTeff the rise is wiped out at higher metal-
licities (around 1/10 of solar). Interestingly, the temperature
curves for all metallicities cross in a narrow range of optical
depths; this crossing depth decreases with decreasing Teff
(being about 0.025 at 50,000 K, 0.02 at 40,000 K, and 0.002
at 30,000 K).

Figures 5–9 display the ionization fractions of all explicit
species, along with LTE fractions (for a direct comparison,
the LTE fractions are computed by the Saha formula for
temperature and density distributions of the NLTE models;
that is, we did not recompute self-consistent LTE model
structures). The behavior of individual species is different,

Fig. 5.—Ionization fractions of helium and carbon in three model atmospheres, Teff ¼ 30; 000 (top), 40,000 (middle), and 50,000 K (bottom), log g ¼ 4:0,
and solar composition. LTE ionization is shownwith dashed lines.
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Figure 11.2: Ionization fractions of helium and carbon as a func-
tion of optical depth in the NLTE models of Lanz & Hubeny
(2003). Three e�ective temperatures are shown. In each case,
the surface gravity is log g = 4.0 and the metallicity is solar. The
ionization fraction from the NLTE models are shown as solid
lines. The ionization fraction in LTE calculated using the Saha
distribution using the electron density and temperature from the
NLTE model are shown as dashed lines.
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the most serious shortcomings in their models a crude treatment
of collisional rates for forbidden transitions of iron and nickel and
their neglect of higher states of light elements such as carbon.

Short & Hauschildt (2005)

Here we will consider the LTE and NLTE models of the Sun
presented by Short & Hauschildt (2005; ApJ, 618, 926). Their
NLTE models are “full NLTE” models in which both the atmo-
spheric structure and emergent flux are calculated under NLTE.
In comparison, the earlier models of Allende Prieto, Hubeny, &
Lampard (2003; ApJ, 591, 1192) were "restricted NLTE" models,
in which the atmospheric structure was calculated in LTE and only
the emergent flux using NLTE.

The solar atmosphere is obviously cooler than the atmosphere
of an O star and more species contribute to the structure and
opacity. The models of Short & Hauschildt include H, He, Li, C,
N, O, Ne, Na, Mg, Al, Si, P, S, K, Ca, Ti, Mn, Fe, Co, and Ni,
twice as many elements as in the O star models of Lanz & Hubeny
(2003).

These authors do not adopt "superlevels". Instead, they treat
levels connected by relatively strong transitions (those with log
gf greater than -3) in NLTE and all others in LTE (i.e., using the
Boltzmann distribution with the local temperature and electron
density). They treat a total of about 6500 levels in NLTE.

The authors begin by showing that the temperature di�erences
between LTE and NLTE models are less than 250 K. The NLTE
model is 200 K warmer close to the surface (above optical depths
of 0.01) and 150 K cooler at the base of the photosphere (at optical
depths above 10). These changes are much less than in the case of
O stars, in which we observed changes of thousands of K. This is
expected; LTE is a better approximation in the photosphere of the
Sun because the radiation field is weaker and collisions are more
dominant.

However, despite the similarity in temperature between the
LTE and NLTE models, there are significant di�erences between
the emergent fluxes in the UV. The reason for this is that Fe I pro-
vides significant opacity in the UV, although Fe II is the dominant
ionization state. The NLTE model show enhanced ionization of
Fe I resulting from photo-ionization from the hotter, deeper layers.
As can be seen in Figure 11, this reduces the abundance of Fe I
and lowers the opacity in the UV.

The bad news is the NLTE model provides a worse fit to
the observed flux than the LTE model. This is shown in Figure
reffigure:short-hauschild-flux. In the UV, below about 4200 Å,
the LTE model over-predicts the flux by about 10% whereas the
NLTE model over predicts the flux by about 30%. The authors
suggest that this “may indicate that the adoption of LTE masks
some other inadequacy in the models”. They suggest that it is
likely that there is a significant source of opacity that is still
missing from the models.

investigators using the same atmospheric parameters. For
comparison purposes, we have also calculated an LTE spectrum
with a more traditional enhancement factor of 1.8 and show it
in Figure 4. As expected, the introduction of the enhancement
factor depresses Fk kð Þ in the UV in such a way that the LTE
model underpredicts Fk there. We find that an LTE model of
canonical solar atmospheric parameters provides a closer fit to
Fk kð Þwith an E6 value of unity (i.e., no enhancement), which is
consistent with our result that the enhancement is not needed to
fit the detailed line profiles.

3.2.1. Near-UV Band

Figure 5 shows the comparison of the observed and the
computed log Fk log kð Þ distributions in the k < 5000 8 region.
Discrepancies between the computed Fk distributions and the
observed distribution and among the computed Fk distributions
themselves are largest in this region. It should be noted that,
traditionally, solar models have been too bright in the UV band,
which discrepancy has been described as the ‘‘UV flux prob-
lem’’ (Kurucz 1990). However, Kurucz (1992) found that solar
models fit the UV-band Fk distribution much better when the
previous atomic line lists, which consisted mainly of lines for
which atomic data had been measured in the laboratory, are
supplemented by millions of theoretically predicted lines from
atomic model calculations.We are using the more complete line
lists of Kurucz (1992) in our models.

We also computed Fk in LTE with the NLTEFe model as
input. Such a calculation is internally inconsistent but allows us
to assess the relative importance of direct NLTE line formation
effects and indirect NLTE atmospheric structure effects in ac-
counting for the difference between the LTE and NLTEFe UV Fk
distributions. The resulting Fk distribution is also shown in
Figure 5, where it can be seen that it differs negligibly from the
self-consistent Fk distribution computed with the LTE model.
This indicates that it is direct NLTE effects on the line formation
through the radiative transfer and SE that account for most of

the difference between the Fk distributions of the LTE and
NLTEFe models, rather than the differences in the atmospheric
structure. Given the small extent of NLTE deviation seen in
Figure 1, this is not surprising. Finally, we also computed LTE
and NLTEFe Fk kð Þ distributions using the HOLMUL0 model
for the input atmospheric structure. Because HOLMUL 0 is
cooler than our LTE model by as much as # 100 K at log !
values less than $ 1, it is expected to yield a fainter UV-band
Fk level. However, we found that the Fk kð Þ computed with
HOLMUL0 differed negligibly from that computed with the
PHOENIX models, for both the LTE and NLTEFe setups. The
negligible difference in predicted Fk kð Þ reflects the small differ-
ence in the Tkin structures throughout the outer atmosphere among
the models.
The reason for the increased UV flux in the case of the

NLTEFe models can be seen in Figures 6, 7, and 8. Because of its
rich term structure, Fe contributes a significant fraction of the

Fig. 5.—Comparison of observed Neckel & Labs (1984; thick black line) and
computed violet and UV-band logarithmic flux distributions [logFk log kð Þ].
Theoretical distributions are shown for LTE (thin black line), NLTElight (dark
gray line), and NLTEFe (light gray line) models. Dotted line, LTE spectrum
synthesis with NLTEFe model; dashed line, NLTEFe spectrum synthesis with "6
enhancement factor of 1.8.

Fig. 6.—Grotrian diagram of the model Fe i atom used in our NLTE
calculations.

Fig. 7.—Partial pressure of Fe i (solid line) and ii (dotted line) in the solar
LTE (thick lines) and the NLTEFe (thin lines) models.
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Figure 11.3: Partial pressures of Fe I (solid lines) and Fe II (dotted
lines) in the LTE (thick lines) and NLTE (thin lines) models of
Short & Hauschildt (2005).

gas in LTE bLL would equal unity everywhere. Unfortunately,
Fe ii is the only species for which Anderson provides the map-
ping of actual transitions to model states (Fig. 2 of Anderson
1989), so we were unable to perform a similar comparison for
Fe i. Nevertheless, our quantities bLL for Anderson’s Fe ii f
and g model states show the same qualitative behavior as do
Anderson’s: underpopulation of upper levels with respect to
lower levels for some transitions, as compared to LTE, in the
depth range!2:5 < logm < !1 by factors of as low as 0.4 dex
and overpopulation for all transitions at depths of logm < !2:5
by factors approaching 1.0 dex. For some of our transitions the
ratio bLL reaches values higher than those of Anderson (1989).
However, we note that Anderson’s value reflects the SE com-
puted for one model state that represents the collective behavior
of all the transitions shown in our Figure 3.

3.1.1.3. Semiempirical Models HOLMUL and HOLMUL0

Ideally, theoretical models should match semiempirical mod-
els, although we do not expect such a match with our models
because of the amount of physics that has been neglected (see
x 2.1). Nevertheless, the importance of the neglected physics
can be estimated by assessing the quality of match to theoreti-
cal models of limited realism. The temperature structure of the
HOLMULmodel was inferred from fits of LTE Fk and intensity
(Ik) distributions to spectral line profiles and the continuum in-
tensity at disk center and near the limb. Although HOLMUL is
an LTE model, we have chosen to compare it with our NLTEFe

model to study the difference between a semiempirical model
without a chromospheric T inversion and our most realistic the-
oretical model in radiative-convective equilibrium. In any case, it
can be seen from the top panel of Figure 2 that HOLMUL is in
closer agreement with our NLTEFe model than with our LTE
model throughout the upper atmosphere. Indeed, HOLMUL de-
viates from our NLTEFe model by less than 100 K in the !6 <
log !500 < !1:5 range. Again, the largest differences are near the
bottom of the model, where the Tkin log !ð Þ becomes steep and
convection plays a role. The HOLMUL0 model is an adjustment
made to HOLMUL by Grevesse & Sauval (1999) to reconcile
solar [Fe/H] values derived from low- and high-excitation Fe i
lines. It is systematically 200 K cooler than HOLMUL through-
out the upper atmosphere. From the top panel of Figure 2 we
note that HOLMUL0 provides a much closer fit to our LTE
Tkin structure than to our NLTEFe structure above a log !500 of
!1.5.

It is noteworthy that of the two semiempirical models, one
closely tracks the NLTEFe and the other the LTE theoretical
model throughout the upper atmosphere. We emphasize again
that HOLMUL0 is based on an LTE calculation of the Fe line
strengths, whereas HOLMUL is based on a wider variety of
diagnostics, including center-to-limb variation. Therefore, this
result is possibly a demonstration of the ‘‘self-fulfilling proph-
ecy’’ nature of adopting LTE versus NLTE in the treatment of
Fe in semiempirical models as described by Rutten (1988).

3.2. Absolute Flux Distribution

Figure 4 shows the comparison of the observed solar flux
distribution Fk kð Þ, as measured by Neckel & Labs (1984), and
the model flux distributions. We also show the deviation of the
computed flux from the observed flux as a percentage of the
observed flux. We have resampled and convolved the Neckel &
Labs (1984) data so that they have a uniform !k of 50 8.
We also convolved our medium-resolution (R ¼ 200;000) syn-
thetic Fk distribution with a Gaussian of an FWHM value of
50 8 to facilitate the comparison.

The LTE and NLTE models are in close agreement with the
observed Fk distribution on the Rayleigh-Jeans side of the solar
Fk distribution, where line blanketing is less severe. However,
all models become increasingly discrepant with the observed
flux for kP 5500 8, where the Fk distribution is increasingly
affected by line blanketing. Both errors in the atomic parame-
ters that affect line formation and errors in the physics of line
formation have an increasingly large effect on the computed Fk
distribution with decreasing k because of the increasing line
opacity. While the former source of error is presumably ran-
dom, the latter may be systematic. Indeed, in the 3500< k<
50008 region, themore realistic NLTEmodels provide a fit that
is increasingly worse than the LTE models as the level of NLTE
realism is increased. Whereas the LTE model systematically
overpredicts Fk by less than 10% for k < 4500 8, the NLTEFe

model overpredicts Fk by as much as 30%. This may indicate
that the adoption of LTE masks some other inadequacy in the
models. One possibility is that, despite the addition of tens of
millions of theoretical lines by Kurucz (1992), the model opac-
ity is still incomplete in the UV band.

In this regard, it is important to note that the treatment of line
broadening has a significant effect on the calculated Fk level on
a broadband scale because of the collective effect of damped
lines on the emergent flux, especially in the heavily blanketed
UV region. Our value of the van der Waals (VW) broadening
enhancement parameter,E6, which is taken to be the same for all
lines, has been tuned to provide a close match to the wing
profiles of many damped lines in the solar spectrum (see x 3.3
and Figs. 9 and 10). We have found that we get the best fit to the
profiles of damped lines by adopting an enhancement factor
of unity. This very interesting point is elaborated on in x 3.3. As
a result, the collective opacity of damped lines in our spec-
trum synthesis is smaller than that of previous calculations, so
that our calculated Fk is larger than that computed by other

Fig. 4.—Comparison of the absolute global flux distribution [Fk kð Þ] of the
Sun measured by Neckel & Labs (1984; thick black line) and synthetic dis-
tributions computed for LTE (thin black line), NLTElight (dark gray line), and
NLTEFe (light gray line) models, the latter with a "6 enhancement factor of
unity (solid lines) and of 1.8 (dashed line). Top , Absolute Fk ; bottom, dif-
ference between the model (Fm) and observed (Fo) Fk distributions as a per-
centage of Fo.
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Figure 11.4: Comparison of the absolute flux of the Sun measured
by Neckel & Labs (1984) and the LTE and NLTE models of Short
& Hauschildt (2005). The thick black line is the measured flux.
The thin black line is the flux from the LTE model. The light gray
line is the NLTE model. The lower panel shows the di�erence
between the model fluxes and the observed flux.
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Summary

As we have seen, NLTE e�ects are important in stars as diverse
as O stars and solar-type stars. However, we have also seen that
NLTE models are not magically correct in all respects. They suf-
fer from uncertainties in atomic data and from the omission of
important physics such as winds, chromospheric heating, and in-
homogeneities. Nevertheless, NLTE is an important step towards
more realistic models.


